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1 Introduction

The co-fractional vector autoregressive model of Johansen (2008) is very well suited for studying the relation between asset returns and a valuation ratio\(^1\). Valuation ratios such as the dividend yield or, in a real estate context, the rent to price ratio, are known to be very persistent time series. Johansen’s model allows for the variables to have a fractionally integrated data generating process and hence accounts for a wide variety of persistence. The model differs from the Granger vector error correction model (Granger, 1986) in terms of the parameterization of the short-run dynamics. It is also much more flexible than the triangular specification of cointegrated systems that is typically used for predicting returns with valuation ratios. Despite its flexibility, the model is still parsimonious.

The theoretical properties of the co-fractional VAR process are well established; see Johansen (2008, 2009). There is also some research into the estimation of these processes and hypothesis testing. For instance, Johansen and Nielsen (2010) derive the asymptotic properties of the parameter’s maximum likelihood estimates and construct a likelihood ratio test for the null of a fractional unit root. Evidence on the empirical applicability of the model is still scarce, however.

Gil-Alana and Moreno (2007) suggest to apply the co-fractional VAR to a multivariate extension of their yield curve model with fractional interest rates. Mills (2009) recommends the Johansen (2008) specification for modeling common trends and cointegration in economic time series, per se, and Rossi and Santucci de Magistris (2009) present it as an alternative to the Granger error correction model in their analysis of the range-based volatility.

We consider the co-fractional VAR model for asset return modeling and prediction. On the basis of a unique data set of 355 years of Dutch real-estate market observations, we model returns in the housing market. Our main findings are that the Johansen model fits the data very well, as opposed to the triangular model. Parameter estimates and goodness of fit are robust against the exact specification of the fractional integration parameter.

Why is the co-fractional VAR a good modeling choice for the prediction of asset returns? Firstly, we show in this paper that the predictor variable, in our case the rent to price ratio, is a highly persistent process. Applying recent techniques due to Shi-

\(^1\)This chapter is based on Osterrieder, D. and Schotman, P. C. (2010). Predicting Returns with a Co-fractional VAR Model, Working paper.
motsu and Phillips (2006), among others, to the long housing data series, we find that the logarithmic rent to price ratio is integrated of the order 0.75 and, hence, exhibiting long memory. The valuation ratio is thus a nonstationary, yet mean-reverting, series. This is in line with the stream of academic literature that observes the persistence of predictor variables. For instance, Stambaugh (1999) shows that in the stock market, the monthly dividend yield is highly persistent with an autoregressive parameter of 0.95 and higher. Campbell and Yogo (2006) report an 95%-confidence interval of [0.96, 1.01] for the dividend-price ratio. Similarly, Ayuso and Restoy (2006) observe an autoregressive parameter of around 0.9 and higher for rent to price ratios in the real-estate markets of Spain and the UK.

A second motivation for the Johansen model is the fractional cointegrating relation that we find. We provide evidence that the logarithmic rental as well as the price series follow unit-root processes. Subtracting the two series from another, we obtain the logarithmic rent to price ratio, which is integrated of order 0.75, as just mentioned. The dimensionality reduction resulting from the cointegrating relation is thus equal to 0.25. Real estate prices and rents are, hence, weakly fractionally cointegrated in the terminology of Hualde and Robinson (2007). Weak cointegration in levels, in turn, implies a strong cointegrating relation between returns and the rent to price ratio.

Confirming cointegration between prices and cash flows in a financial market, we also contribute to the literature on empirical tests of present value models. Standard financial theory suggests that prices and cash flows follow a common stochastic trend. According to the present value model current prices are equal to discounted future cash flows and hence there must be an inherent long-run relation between both series. Yet, the empirical evidence in favor of a common trend is, at best, mixed. Campbell and Shiller (1987) find some support for the hypothesis in bond markets, but not in stock markets. More recently, Cochrane (2008) does not find evidence against cointegration in the stock market. In the real-estate literature, results for testing the cointegration hypothesis are more encouraging. Meese and Wallace (1994) find cointegration in the Californian housing market and Gallin (2008) generalizes this finding to the entire US housing market. We confirm these results for the Dutch housing market.

Finally, we add evidence to the discussion of predictability of asset returns. The strong support for the cointegration hypothesis and, as a result, the evidence in favor of the present value relation, implies that either asset returns or the growth in cash flows must be predictable, to enforce the mean reversion of the valuation
ratio after shocks to the system. Rejection of the forecastability of changes in cash flows are numerous. For instance, Cochrane (2008) firmly rejects the hypothesis with respect to dividend growth and Plazzi et al. (2010) show that the rent to price ratio cannot forecast future rental growth in apartment, retail and industrial real-estate properties. Hence, returns must be predictable; and indeed, using the co-fractional VAR of Johansen to jointly model returns and the rent to price ratio, we find that we can capture a substantial fraction of the variation in annual returns. A standard predictive regression yields a much smaller predictable component.

2 Data properties

For our analysis, we use 355 years of annual housing market data from The Netherlands, covering the period 1650-2005. The data set has been constructed and analyzed by Ambrose et al. (2008). They construct a repeat sales index, reaching from 1650 until 1965, based on housing transactions on one of the canals in Amsterdam (Herengracht). The data for the remaining years, from 1966 to 2005, stem from the national median house price data from the national organization of Dutch realtors (NVM) and the Dutch Central Bureau of Statistics (CBS). The estimated rental index also has several sources. The Ambrose et al. (2008) index combines a repeated market rent index (1650-1850) of a broad spectrum of institutional housing property, a national house rent index (1851-1913), and various publications of the CBS for the remaining years. As we are ultimately interested in real data series, we further use the long-run consumer price index (CPI) constructed by Ambrose et al. (2008). The index is again a combination of sources and details can be found in Ambrose et al. (2008).

Ambrose et al. (2008) observe rents and prices for the same real estate object only in very few years of the total time period. Hence, they scale the rent to price ratio to 4.5% in 2001, and adjust the price and rental series accordingly. The value 4.5% for 2001 is taken from the ROZ/IPD index, that is the Netherlands annual property index, for the corresponding year and resembles the annual rental yield direct return on Dutch residential real estate. Real prices and rents are obtained by dividing the respective rescaled index values at time $t$ by the CPI at time $t = 1, \ldots, T$.

Using the conventional notation, we define simple net returns $R_{t+1}$ on an asset as

$$R_{t+1} \equiv \frac{P_{t+1} + F_{t+1}}{P_{t}} - 1,$$

(1)
where $F_{t+1}$ denotes the cash flow that the investor receives from his investment between $t$ and $t + 1$ and $P_t$ denotes the market price of the investment at time $t$. As in Campbell et al. (2006), we proxy cash flows in the housing market by rents. We write the corresponding logarithmic measure as $r_{t+1} = \ln (1 + R_{t+1})$, where lower case letters denote natural logarithms throughout the paper.

Table 1 shows summary statistics for the real housing series. The average rent to price ratio over the entire data set is 6% with a standard deviation of approximately 2%. The average net real return on the real estate, as defined in (1), is 8.4% annually. The volatility of returns is around 22%. Returns on the housing market are thus substantially more volatile than the rent to price ratio. The first-order autocorrelation of returns is negative. This suggests a substantial measurement error in the return data. Motivated by the high volatility and possible measurement errors, we will not model the time-series of housing returns directly, but rather infer its dynamic properties from the rent to price ratio. The rental series, house prices, and the rent to price ratio, in levels as well as in natural logarithms, seem to exhibit a substantial degree of persistence. Their autocorrelation coefficients are all positive, large and decrease slowly.

Table 1: Summary statistics for the real estate data: 1650-2005

<table>
<thead>
<tr>
<th></th>
<th>Ave.</th>
<th>StDev.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>12</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Levels</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real prices $P_t$</td>
<td>64.528</td>
<td>26.919</td>
<td>0.836</td>
<td>0.755</td>
<td>0.710</td>
<td>0.383</td>
<td>0.229</td>
</tr>
<tr>
<td>Real rents $F_t$</td>
<td>3.528</td>
<td>1.116</td>
<td>0.953</td>
<td>0.899</td>
<td>0.851</td>
<td>0.361</td>
<td>0.216</td>
</tr>
<tr>
<td>Rent to price ratio $F_t/P_t$</td>
<td>0.060</td>
<td>0.020</td>
<td>0.766</td>
<td>0.705</td>
<td>0.657</td>
<td>0.427</td>
<td>0.194</td>
</tr>
<tr>
<td>Real returns $R_t$</td>
<td>0.084</td>
<td>0.222</td>
<td>-0.239</td>
<td>0.002</td>
<td>-0.120</td>
<td>0.050</td>
<td>0.072</td>
</tr>
<tr>
<td><strong>Natural logarithms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real prices $p_t$</td>
<td>4.080</td>
<td>0.429</td>
<td>0.877</td>
<td>0.821</td>
<td>0.768</td>
<td>0.489</td>
<td>0.245</td>
</tr>
<tr>
<td>Real rents $f_t$</td>
<td>1.212</td>
<td>0.316</td>
<td>0.952</td>
<td>0.890</td>
<td>0.832</td>
<td>0.306</td>
<td>0.224</td>
</tr>
<tr>
<td>Rent to price ratio $(f - p)_t$</td>
<td>-2.867</td>
<td>0.317</td>
<td>0.801</td>
<td>0.746</td>
<td>0.706</td>
<td>0.440</td>
<td>0.208</td>
</tr>
<tr>
<td>Real returns $r_t$</td>
<td>0.060</td>
<td>0.202</td>
<td>-0.276</td>
<td>-0.009</td>
<td>-0.101</td>
<td>0.041</td>
<td>0.078</td>
</tr>
</tbody>
</table>

The data set is especially attractive since such long historical data series are not readily available for other asset classes. For equity, for instance, there is the data set compiled by Shiller (2010) that reaches back until 1871 and Siegel (2010) covers bond and stock data for the 19th and 20th century. Dynamic properties of 355 years of real-estate returns and the rent to price ratio can thus provide a new perspective on the predictability, persistence, and mean reversion of asset returns.
The advantage of utilizing this very long real-estate data series is that it allows for a precise estimation of the dynamic properties of the real-estate market. Figure 1 shows a time series plot of the rent to price ratio over the entire data period. From a graphical analysis of the figure, we conjecture that the ratio follows a very persistent process. Especially in the years from 1770 to 1900 the series exhibits persistent up and downward trends. Reversions to the average of six per cent are only intermittent over the complete period. In addition, the autocorrelation estimates from Table 1 suggest that with a lag of 24 years, there is still approximately 20 percent of a shock left in the process. Hence, autocorrelations of the rent to price ratio decrease very slowly, motivating a long-memory time series model for the process.

Figure 1: Rent to price ratio (1650-2005) - The figure plots the rent to price ratio in levels over 355 years. The black line corresponds to the annual percentage of the ratio. The gray dotted line resembles the unconditional mean of the series.

3 Integration orders and fractional cointegration

We estimate a long-memory time-series model for the logarithmic rent to price ratio. More precisely, we assume that the series, \((f - p)_t\), is a fractionally integrated process. A long-memory, or fractionally integrated, time series \(y_t\) follows

\[
(1 - L)^d y_t = e_t
\]
for \( t = 1, 2, \ldots, T \). \( e_t \) is assumed to be stationary \( I(0) \) with zero mean and spectral density \( f_e(\omega) \) satisfying \( f_e(\omega) \sim \tau \) for frequencies \( \omega \to 0+ \). \( \tau \) is assumed a positive constant. \( L \) denotes the usual lag operator and \( d \) is the fractional integration parameter. The fractional filter \((1 - L)^d\) is defined as the infinite sum 
\[
(1 - L)^d = \Delta^d = \sum_{i=0}^{\infty} \theta_i(d)L^i, \quad \text{with} \quad \theta_i(d) = (-1)^i \binom{d}{i}.
\]

For \( d = 0 \), the series follows a stationary \( I(0) \) process; if \( d = 1 \), the series is nonstationary with a unit root. In general, a process with \( d \in (-\frac{1}{2}, \frac{1}{2}) \) is stationary. In line with Avarucci (2007), among others, we say that \( y_t \) is nonstationary if \( d \geq \frac{1}{2} \), yet mean-reverting for \( d \in [\frac{1}{2}, 1) \) as in Robinson (2003).

We estimate the long-memory parameter, \( d \), of the rent to price ratio using semiparametric techniques. It is common to rely on semiparametric techniques for the estimation of \( d \), given that the short memory structure of the data is usually not known a priori. That is, the long-memory behavior of the process close to frequency zero is estimated, while leaving the dynamics at higher frequencies unparameterized. Semiparametric estimation approaches to fractional integration can be separated into two classes: the log-periodogram (LP) estimators introduced by Geweke and Porter-Hudak (1983) and the local Whittle estimators, originally developed by Künsch (1987).

The estimators belonging to the latter class, i.e. the local Whittle estimators, are generally considered more robust and efficient, as pointed out by Henry and Zaffaroni (2002). Shimotsu and Phillips (2006) discuss three types of these estimators; the exact local Whittle (EW) due to Shimotsu and Phillips (2005), the local Whittle (LW), and the modified local Whittle (mLW) introduced by Phillips (1999) and Shimotsu and Phillips (2000). The EW, which is consistent and asymptotically normally distributed for any value of \( d \), can be well approximated by the LW for \( d \in (-\frac{1}{2}, \frac{1}{2}) \) and by the mLW for \( d \in (\frac{1}{2}, 1) \). The LW is consistent and asymptotically normal if \( d \in (-\frac{1}{2}, \frac{1}{2}) \). In addition, it is robust against conditional heteroskedasticity, as Robinson and Henry (1999) show. The mLW is consistent and asymptotically normal for \( d \in (\frac{1}{2}, 2) \) and is invariant to a linear trend.
The negative likelihood functions are defined as

\[ Q_{j}^{(EW)} = \frac{1}{J} \sum_{j=1}^{J} \left( \ln \left( \tau \omega_j^{-2d} \right) + \frac{1}{\tau} I_{(1-L)^{d_{y}}} (\omega_j) \right) \]  

\[ Q_{j}^{(LW)} = \frac{1}{J} \sum_{j=1}^{J} \left( \ln \left( \tau \omega_j^{-2d} \right) + \frac{\omega_j^{2d}}{\tau} I_{y} (\omega_j) \right) \]  

\[ Q_{j}^{(mLW)} = \frac{1}{J} \sum_{j=1}^{J} \left( \ln \left( \tau \omega_j^{-2d} \right) + \frac{\omega_j^{2d}}{\tau} \left| F_{y}(\omega_j) + \frac{e^{i\omega_j}}{1 - e^{i\omega_j}} \frac{y_T - y_0}{\sqrt{2\pi T}} \right| \right)^2 , \]

which are minimized with respect to \( \tau \) and \( d \). \( I_{(1-L)^{d_{y}}} (\omega_j) \) denotes the periodogram of the series \((1 - L)^{d_{y}} y_t\). \( F_{y} \) denotes the discrete Fourier transform of the series \( y_t \)

\[ F_{y} (\omega_j) = \frac{1}{\sqrt{2\pi T}} \sum_{t=1}^{T} y_t e^{it\omega_j} . \]

The asymptotic distribution of the EW, the LW, and the mLW estimator is

\[ \sqrt{J}(\hat{d} - d) \sim N(0, \frac{1}{4}) . \]

For robustness, we apply all three of the estimation techniques.

The graphical analysis of the rent to price ratio and the inspection of the autocorrelations of the process hint at a persistent time series. Preliminary estimations of the fractional differencing parameter support the intuition that the ratio is nonstationary. Hence, we follow the suggestion of Shimotsu and Phillips (2006) and apply the LW estimation to the series in first differences, \( \Delta(f - p)_t \). The resulting estimator for the series in levels, \((f - p)_t\), is equal to \( \hat{d}_{LW} + 1 \). The true mean of the data generating process is not known; this should be inconsequential for the consistency and asymptotic distribution of the LW, as we consider it in first differences. The same can be assumed for the mLW, since it is asymptotically equivalent to the LW in first differences. For the EW estimation, we consider the series detrended by its first observation, which ensures the consistency and asymptotic normality of the estimator for \( d \geq \frac{1}{2} \), as shown by Shimotsu (2008).

For the estimation, we have to select \( J \), the size of the spectral window. As all estimators are asymptotically distributed as \( \sqrt{J}(\hat{d} - d) \sim N(0, \frac{1}{4}) \), the choice of \( J \) determines the speed of convergence. We select five different values for \( J \in [T^{0.6}, T^{0.75}] \), where the upper bound is the same as in Sun and Phillips (2004). It is
common in this literature, to also consider $J = T^{0.5}$ as a spectral window size (see, for instance, Schotman et al. (2008)). Yet, a visual inspection of the periodogram reveals that there are still substantial low-frequency movements at values $J > T^{0.5}$.

Table 2 summarizes our results. The estimation is robust over the different estimators, but the results vary somewhat with the bandwidth. Overall, the rent to price ratio is integrated approximately within $[0.65, 0.8]$, on average indicating a $d$ equal to 0.75. The t-statistics suggest that we reject the null hypothesis of $d = 0$ in all specifications. We also reject the hypothesis that the rent to price ratio is a unit root process with $d = 1$, at a significance level of 5%.

Table 2: Estimates of $d$ for the rent to price ratio

<table>
<thead>
<tr>
<th>$J$</th>
<th>$\hat{d}_{EW}$</th>
<th>$\hat{d}_{LW}$</th>
<th>$\hat{d}_{mLW}$</th>
<th>$s(\hat{d})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>0.778</td>
<td>0.756</td>
<td>0.752</td>
<td>0.085</td>
</tr>
<tr>
<td>43</td>
<td>0.825</td>
<td>0.822</td>
<td>0.816</td>
<td>0.076</td>
</tr>
<tr>
<td>58</td>
<td>0.776</td>
<td>0.757</td>
<td>0.744</td>
<td>0.066</td>
</tr>
<tr>
<td>62</td>
<td>0.755</td>
<td>0.735</td>
<td>0.721</td>
<td>0.064</td>
</tr>
<tr>
<td>82</td>
<td>0.675</td>
<td>0.655</td>
<td>0.631</td>
<td>0.055</td>
</tr>
</tbody>
</table>

To this point, we have assumed that the time-series properties of the rent to price ratio are consistent over the entire data period of 355 years. That is, the low frequency behavior of the process is constant. However, there is a stream of the literature that claims that the detection of a long-memory structure in the data is often rather a spurious statistical artifact of a time series with structural breaks. For instance, Diebold and Inoue (2001) show that a regime-switching process can easily be perceived to be a fractionally integrated $I(d)$ series. Given the ongoing debate, we consider the robustness of the long-memory properties of the rent to price ratio with respect to the sample period. Considering again the time-series in Figure 1, an obvious candidate for a structural break appears at the beginning of the 20th century. Whereas in the years before we observe very persistent and smooth up and downward trends in the data, the fluctuation seems more volatile and less structured after the breakpoint. From Ambrose et al. (2008) we know that 1916 marks the start
of a new regime in the rental market. The Dutch government exercised nominal rent control, which together with periods of high inflation and deflation caused extremely volatile real rents. Table 3 shows the results of estimating \( d \) for both subsamples, i.e. 1650-1915 and 1916-2005, separately. Due to the smaller sample sizes, the estimates for \( d \) vary somewhat more with the bandwidth length than in the entire sample. Yet, overall the estimated value for \( d \) is high in both subsamples, with a minimum of 0.60 and a maximum of 0.87. Hence, the estimated non-stationarity of the entire data series does not seem to be caused by a structural change in the dynamics of the process.

Table 3: Estimates of \( d \) for the rent to price ratio for both subsamples

<table>
<thead>
<tr>
<th>subsample 1: 1650-1915</th>
<th>subsample 2: 1916-2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_1 )</td>
<td>( d_{EW}^{(1)} )</td>
</tr>
<tr>
<td>29</td>
<td>0.870</td>
</tr>
<tr>
<td>36</td>
<td>0.808</td>
</tr>
<tr>
<td>47</td>
<td>0.784</td>
</tr>
<tr>
<td>51</td>
<td>0.747</td>
</tr>
<tr>
<td>66</td>
<td>0.710</td>
</tr>
</tbody>
</table>

Whereas the previous robustness check can be described as more intuitive, we continue with two statistical tests designed by Shimotsu (2006) to test for long memory versus structural breaks. The first test is based on the idea that if the estimates of the fractional differencing parameter are stable over \( k \) subsamples, then the long memory cannot be spurious. Splitting our entire sample into \( k = 4 \) subsets of equal length, to ensure that there are still enough observations in each subsample and, in addition, that the last subsample corresponds approximately to the period for which we assumed a structural break, we test the hypothesis that \( H_0: d_{total} = d_1 = \ldots = d_k \). We calculate the Wald statistic and the adjusted Wald statistic of Shimotsu (2006), both of which are distributed as \( \chi^2_{(k-1)} \). The second type of tests follows the intuition that if the original data series is differenced \( d \) times, where \( d \) has been previously estimated, then the resulting process should be \( I(0) \). Using the previously estimated
values for $d$, we prefiltre the data series and conduct a Phillips-Perron (PP) unit-root test and a KPSS stationarity test on the residuals, for which Shimotsu (2006) provides critical values. If our results are robust, the former test should lead to a rejection and we should fail to reject the latter.

The results in Table 4 show that our long-memory structure of the rent to price ratio is very robust. Both, the Wald and the adjusted Wald test fail to reject the hypothesis that $d$ is constant over all subsamples, at a 5% significance level. The PP unit-root test on the residuals clearly rejects and the KPSS test for stationarity cannot reject. In sum, all the previous evidence taken together suggests that the (logarithmic) rent to price ratio is indeed a long-memory process with a fractional integration parameter of approximately 0.75.

The logarithmic rent to price ratio is by definition the sum of rents and (negative) prices. Let rents be integrated of order $I(d)$ and prices $I(d)$. Then the sum of two integrated processes is a process that is integrated of the order $\max(I(d), I(d))$, unless the two time series cointegrate. To investigate the presence of a common stochastic trend of real rents and prices, we continue to estimate the fractional integration parameter of both series in logarithms.

We estimate the low-frequency dynamics with a different semiparametric technique, the univariate exact local Whittle estimator (UEW) of Sun and Phillips (2004). We minimize the negative likelihood function

$$Q^{(\text{UEW})}_J = \frac{1}{J} \sum_{j=1}^{J} \left( \ln \left( \tau \omega^{-2d}_j + \kappa \right) + \frac{1}{\tau + \kappa \omega^{2d}_j} I(1-L)^{d_y}(\omega_j) \right)$$

with respect to $d$, $\tau$, and $\kappa$, where $(2\pi)\kappa$ is the variance of the unknown short-memory component of the process. The asymptotic properties of the estimator are unknown, but Sun and Phillips (2004) show that the estimator is much less downward biased in finite sample than the LP or the EW estimator. In addition, the authors find that the variance of the estimator seems bounded in the interval $\left( \text{Var}(\hat{d}_{\text{EW}}), \text{Var}(\hat{d}_{\text{LP}}) \right)$, where the latter is given by $\frac{\pi^2}{24J}$.

The choice of this estimator is driven by its robustness to nonstationarity and additive high-frequency perturbations in the time-series process. We do not expect covariance stationarity in the price and the rental series. We anticipate short memory

\footnote{The only exceptions are the Wald tests using the LW and the mLW, with a bandwidth of 43 for the entire sample, and hence, a window of length 11 for each subsample. In these instances we fail to reject the null hypothesis only at a 1% significance level.}
Table 4: Tests of long memory versus structural breaks

The table reports the values of the test statistics for the tests of long memory versus structural breaks following Shimotsu (2006). \( k \) is the number of subsamples considered. \( d_{EW} \), \( d_{LW} \), and \( d_{mLW} \) denote the semiparametric estimation technique, that is the EW, the LW, and the mLW estimation, respectively. \( J_{total} \) denotes the size of the spectral window of the entire sample. Reported PP and KPSS critical values (CV) follow from Table 1 in Shimotsu (2006).

<table>
<thead>
<tr>
<th>( J_{total} )</th>
<th>Wald (( k = 4 ))</th>
<th>adj. Wald (( k = 4 ))</th>
<th>PP (w. intercept)</th>
<th>KPSS (w. intercept)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( W(\hat{d}_{EW}) )</td>
<td>( W_c(\hat{d}_{EW}) )</td>
<td>( PP(\hat{d}_{EW}) )</td>
<td>( KPSS(\hat{d}_{EW}) )</td>
</tr>
<tr>
<td>35</td>
<td>3.325</td>
<td>1.529</td>
<td>-23.731</td>
<td>0.085</td>
</tr>
<tr>
<td>43</td>
<td>5.789</td>
<td>2.922</td>
<td>-25.999</td>
<td>0.079</td>
</tr>
<tr>
<td>58</td>
<td>2.980</td>
<td>1.701</td>
<td>-23.703</td>
<td>0.085</td>
</tr>
<tr>
<td>62</td>
<td>3.384</td>
<td>1.976</td>
<td>-23.594</td>
<td>0.094</td>
</tr>
<tr>
<td>82</td>
<td>1.153</td>
<td>0.734</td>
<td>-21.604</td>
<td>0.125</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( W(\hat{d}_{LW}) )</th>
<th>( W_c(\hat{d}_{LW}) )</th>
<th>( PP(\hat{d}_{LW}) )</th>
<th>( KPSS(\hat{d}_{LW}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>6.546</td>
<td>3.010</td>
<td>-23.641</td>
<td>0.093</td>
</tr>
<tr>
<td>43</td>
<td>9.171</td>
<td>4.629</td>
<td>-25.247</td>
<td>0.081</td>
</tr>
<tr>
<td>58</td>
<td>5.209</td>
<td>2.973</td>
<td>-23.652</td>
<td>0.094</td>
</tr>
<tr>
<td>62</td>
<td>5.093</td>
<td>2.973</td>
<td>-23.138</td>
<td>0.092</td>
</tr>
<tr>
<td>82</td>
<td>2.518</td>
<td>1.603</td>
<td>-21.174</td>
<td>0.131</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( W(\hat{d}_{mLW}) )</th>
<th>( W_c(\hat{d}_{mLW}) )</th>
<th>( PP(\hat{d}_{mLW}) )</th>
<th>( KPSS(\hat{d}_{mLW}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>6.557</td>
<td>3.015</td>
<td>-23.528</td>
<td>0.095</td>
</tr>
<tr>
<td>43</td>
<td>9.157</td>
<td>4.622</td>
<td>-24.767</td>
<td>0.082</td>
</tr>
<tr>
<td>58</td>
<td>5.113</td>
<td>2.918</td>
<td>-23.352</td>
<td>0.096</td>
</tr>
<tr>
<td>62</td>
<td>5.045</td>
<td>2.945</td>
<td>-22.787</td>
<td>0.090</td>
</tr>
<tr>
<td>82</td>
<td>2.442</td>
<td>1.555</td>
<td>-20.687</td>
<td>0.134</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sign. level</th>
<th>( \chi^2_{(3)} ) CV</th>
<th>( \chi^2_{(3)} ) CV</th>
<th>PP CV</th>
<th>KPSS CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6.251</td>
<td>6.251</td>
<td>[-2.475,-2.568]</td>
<td>[0.321,0.348]</td>
</tr>
<tr>
<td>0.05</td>
<td>7.815</td>
<td>7.815</td>
<td>[-2.767,-2.855]</td>
<td>[0.419,0.463]</td>
</tr>
<tr>
<td>0.01</td>
<td>11.345</td>
<td>11.345</td>
<td>[-3.336,-3.430]</td>
<td>[0.661,0.743]</td>
</tr>
</tbody>
</table>
to be present in the series, as it is defined in real terms. Sun and Phillips (2004) argue that by proxying unobservable expected inflation with ex post observed data, as we do in this study, one introduces weakly dependent dynamics into the real series. In the absence of a distribution theory for the UEW estimator, we consider an interval of asymptotic standard errors from the EW and the LP estimators, by which the standard deviation of the UEW is bounded.

Table 5 summarizes the outcomes. The estimated fractional integration parameter for the real rents center around \([0.89, 1.10]\) and for the house prices our estimates suggest \(\hat{d} \approx 0.94\). We firmly reject the \(I(0)\) hypothesis for both data series, yet more interestingly, we have substantial evidence that both series follow a unit-root process. For the rental index, the standard errors suggests a failure to reject the hypothesis, \(d = 1\), at a 5\% level. Even if t-statistics for the hypothesis are computed with the asymptotic variance of the EW estimator, we never reject the hypothesis. The same holds true for real house prices. To confirm this intuition, we conduct a standard unit root augmented Dickey-Fuller (ADF) test on both series. For both series we fail to reject the unit root hypothesis with a p-value of 0.11 for rents and a p-value of 0.16 for prices. If prices and rents are indeed \(I(1)\) and the rent to price ratio is integrated with \(d \approx 0.75\), rents and prices are weakly fractionally cointegrated. Hualde and Robinson (2007) define the term weak cointegration as the case when the difference between the persistence of the respective series and its common trend is less than \(\frac{1}{2}\). In our case this implies that there is a reduction in the dimensionality, but the common equilibrium-type explanation is not straightforward for such a cointegrating relation, as the common trend is not covariance stationary.

4 Predicting and decomposing returns

If cash flows and prices follow a common stochastic trend on a financial market, valuation ratios, such as the rent to price ratio in the real estate market, should forecast future changes in prices or the cash-flow growth. This follows directly from the present value identity. Just like stock returns have a small but significant predictable component captured by dividend yields, real-estate returns may be predicted by the rent to price ratio. Whereas the former result is well established in the literature (see, for instance, Fama and French (1989), Lettau and Ludvigson (2004), and Cochrane (2008)), the predictability of real-estate returns has received less attention. Advo-
Table 5: Estimates of $d$ for the real rental and the price indices in logarithms

The table reports the UEW estimates for the fractional differencing parameter, $d$, of logarithmic real rents and prices. $J$ is the size of the spectral window. $[s(d_{EW}), s(d_{LP})]$ denote the upper and lower bound of the standard errors, using the asymptotic standard deviations of the EW and the LP estimator, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Rents</th>
<th>Prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>$\hat{d}_{UEW}$</td>
<td>$\hat{d}_{UEW}$</td>
</tr>
<tr>
<td>35</td>
<td>0.883</td>
<td>0.887</td>
</tr>
<tr>
<td>43</td>
<td>0.987</td>
<td>0.896</td>
</tr>
<tr>
<td>58</td>
<td>1.102</td>
<td>0.925</td>
</tr>
<tr>
<td>62</td>
<td>1.024</td>
<td>0.953</td>
</tr>
<tr>
<td>82</td>
<td>1.093</td>
<td>1.021</td>
</tr>
</tbody>
</table>

cates of the latter are, for example, Case and Shiller (1990), who conclude that the rent to price ratio forecasts excess returns on the housing market, with a statistically significant coefficient, and Plazzi et al. (2010). To contribute to the discussion of predictability of returns on housing, we introduce a model that allows for fractional cointegration. The model representation is due to Johansen (2008, 2009). We apply this model to return modeling and discuss its relations to other well established models.

For logarithmic real returns, $r_t$, we can write the well-known loglinear approximation for returns from Campbell and Shiller (1988a,b), given by

$$r_t \approx \iota + (1 - \varsigma) (f_t - p_t) + \Delta p_t. \quad (9)$$

From the previous section we know that the logarithmic rent to price ratio is an approximate $I(0.75)$ process and we found evidence for a weak fractional cointegration between rents and prices. This in turn implies that returns and the rent to price ratio follow a common stochastic trend and that returns must be integrated of the same order as the ratio. The latter conclusion follows directly from Equation (9). Since returns are the sum of the rent to price ratio, $I(0.75)$, and the change in prices, which is an $I(0)$ process as established in the previous section, by definition the order of integration of returns is the higher of the two sum components. Hence, $r_t \sim I(0.75)$. Realized returns thus have a small persistent trend component, $(f - p)_t$, that is masked by volatile price changes, $\Delta p_t$. The $\Delta p$-part is mostly high frequency noise,
while \((f - p)\) determines the low-frequency properties.

If we solve Equation (9) for the growth in house prices, it follows that a linear combination of \(r_t\) and \((f - p)_t\) is integrated of order \(I(d - d)\), because \(\Delta p_t \sim I(0)\). In sum, the weak cointegration between rents and prices implies a strong fractional cointegrating relation of returns and the rent to price ratio. The two series follow a common stochastic trend, which is a stationary approximate \(I(0)\) process.

It is common in the financial asset pricing literature to predict asset returns by means of valuation ratios, like the dividend yield or price-earnings ratio (see, for instance, in Fama and French (1989). A natural candidate for conveying predictive information in the real estate market is the rent to price ratio, \((f - p)_t\). We define the state vector \(z_t = [r_t, (f - p)_t]'\). Given the long memory in both elements of \(z_t\) and the cointegrating relation, we propose to represent the process by a co-fractional vector autoregressive model, CFVAR\(_d\)(\(p\)), where \(p\) denotes the number of lags included, due to Johansen (2008),

\[
\Delta^d z_t = \gamma \delta' (1 - \Delta^d) z_t + \sum_{i=1}^{p} \Gamma_i \Delta^d (1 - \Delta^d)^i z_t + \epsilon_t, \tag{10}
\]

where \(\epsilon_t\) are independently and identically distributed shocks with mean zero and covariance matrix \(\Sigma\). Equation (10) implies that \(z_t\) is fractional process of order \(d\), whereas \(\Delta^d z_t\) and \(\delta' z_t\) are fractionally integrated of order zero. Hence, \(\delta\) is the cointegrating vector and \(\gamma\) contains the adjustment parameters of the error-correction term \((1 - \Delta^d)z_t\). If \(\gamma \delta'\) was of full rank and \(p = 0\), then model (10) would simply be a vector VAR(1) process in the lag operator \(L_d = (1 - \Delta^d)\).

For our specification, the matrix \(\gamma \delta'\) is of rank one, due to the cointegrating relation between \(r_t\) and \((f - p)_t\). We can normalize the cointegration vector \(\delta\) in such a way that the first element of the vector is equal to 1, i.e. \(\delta = [1, -\tilde{\delta}]'\). As we impose cointegration on the model and we do not allow for complex coefficients, the conditions for inversion of the model derived in Theorem 8 of Johansen (2008) are satisfied and (10) has a solution for \(z_t\). This solution is given by the sum of scaled past innovations of the process \(\epsilon_t\), truncated at \(t - 1\), plus a contribution of the initial condition, \(\mu_t\).

If we assume further that \(z_s = 0\) if \(s \leq 0\), we can derive the infinite moving-average
representation of the state vector $z_t$ as

$$z_t = \sum_{i=0}^{\infty} \Phi_i \epsilon_{t-i}. \quad (11)$$

The impulse responses $\Phi_i$ of the process can be derived recursively from

$$
\begin{align*}
\Phi_0 &= I \\
\Phi_j &= \sum_{i=0}^{j-1} \Xi_{j-i} \Phi_i,
\end{align*}
$$

where $\Xi_i = -I \theta_i - \gamma \theta_i - \Gamma \sum_{l=0}^{i-1} \theta_{l-i} \theta_l$ for a CFVAR$_d$(1) process. The coefficients $\theta_i = \theta_i(d)$ are defined in Section 3. A full derivation of Equation (12) is given in the Appendix ((31)-(34)).

In order to establish what drives asset returns in the real estate market, we can decompose the variance of $r_t$ as in Campbell (1991). To do so, we first decompose the return shocks into a part resulting from news to the discount factor and the other part is due to innovations in the cash flow. As in Campbell and Shiller (1991), re-write Equation (9) as

$$
\begin{align*}
& r_{t+1} - E_t r_{t+1} = (E_{t+1} - E_t) \sum_{j=0}^{\infty} c^j \Delta f_{t+1+j} - (E_{t+1} - E_t) \sum_{j=1}^{\infty} c^j r_{t+1+j} \\
\end{align*}
$$

and define shocks as

$$v_{r,t+1} = \eta_{f,t+1} - \eta_{r,t+1}. \quad (14)$$

$v_{r,t+1}$ denotes the left-hand side of (13) and $\eta_{f,t+1}$ and $\eta_{r,t+1}$ are the expectation revisions about future cash-flow growth and returns, respectively. A textbook derivation of (13) and (14) from (9) can also be found in Campbell et al. (1997).

Now we separately solve for $v_{r,t+1}$ and $\eta_{r,t+1}$ using the process $z_t$ following from the Johansen model and the corresponding impulse responses $\Phi_i$.$^3$ The solution for the unexpected shocks to returns is

$$v_{r,t+1} = e1' \epsilon_{t+1}, \quad (15)$$

$^3$Note that the infinite moving-average representation of the process $z_t$ from (11) is only needed for the derivation of future returns and their conditional expectations. It was derived under the assumption that $z_s = 0$ if $s \leq 0$. Yet, in this context the assumption is inconsequential and can be relaxed, because the contribution of the initial condition to the elements of the return decomposition is zero. This becomes obvious from the fact that $\mu_t = E_0 z_t$, as outlined by Johansen (2008).
which is simply the innovation of the return process. For the revision in return expectations we find

$$\eta_{r,t+1} = e1' \sum_{j=1}^{\infty} \varsigma^j \Phi_j \epsilon_{t+1}. \quad (16)$$

Since $|\varsigma| < 1$ by construction, the infinite sum (16) converges as long as $\Phi_i$ is bounded. The latter condition is satisfied, since the infinite moving-average representation of $z_t$ has a solution, given by (10). Thus, (16) is well defined.

From the accounting identity $\eta_{f,t+1} = \nu_{r,t+1} + \eta_{r,t+1}$, we further find that

$$\eta_{f,t+1} = e1' \sum_{j=0}^{\infty} \varsigma^j \Phi_j \epsilon_{t+1} \quad (17)$$

for the revision in cash-flow growth expectations. The Appendix contains a detailed derivation of the return decomposition ((36)-(38)) and the corresponding variances and covariance, $\text{Var}(\eta_r)$, $\text{Var}(\eta_f)$, and $\text{Cov}(\eta_r, \eta_f)$ (Equation (39)-(42)).

A further measure in the this context that can easily be computed from the co-fractional VAR model is the term structure of risk, due to Campbell and Viceira (2005). We define the term structure, $\sigma^{(k)}$, as the annualized standard deviation of future returns. More precisely, $\sigma^{(k)} = \sqrt{(1/k)\text{Var}(\sum_{j=1}^{k} r_{t+j})}$. The conditional variance is given by

$$\text{Var}_t\left(\sum_{j=1}^{k} r_{t+j}\right) = E\left(\sum_{j=1}^{k} e1'z_{t+j} - E_t e1'z_{t+j}\right)^2$$

$$= \sum_{j=1}^{k} e1' \left(\sum_{i=0}^{j-1} \Phi_i\right) \Sigma \left(\sum_{i=0}^{j-1} \Phi_i\right)' e1. \quad (18)$$

5 Relation to traditional models

The financial literature typically assumes that returns can be forecast by

$$r_{t+1} = \alpha + \beta' x_t + u_t, \quad (19)$$

where $x_t$ is a vector of predictor variables. We call this the standard prediction model. Examples from the stock-market asset pricing literature include, among many others, Cochrane (1999, 2008).

If $r_{t+1}$ and $x_t$ are both nonstationary, Equation (19) is only a well-defined predic-
tion model, if the two cointegrate. In addition, it is customary to specify a process for the dynamics of the predictor variables. We can then rewrite the model in its triangular form (suppressing the constant), assuming that the prediction vector is univariate with \( x_t = (f - p)_t \), as

\[
\begin{align*}
  r_t &= \beta (f - p)_{t-1} + \nu_{tt} \\
  \Delta^d (f - p)_t &= \nu_{2t},
\end{align*}
\]

(20)

(21)

where \( \nu_t \) is assumed an \( I(0) \) process. \( \nu_{tt} \) is integrated of order zero since the return and the rent to price ratio strongly cointegrate and their common trend is integrated of order zero. \( \nu_{2t} \sim I(0) \), because the valuation ratio is integrated of order \( d \).

In (20) returns are assumed to be completely determined by the lagged predictor variable. To understand how specification (20) relates to the process for returns implied by the Johansen model, consider the CFVAR \( \Delta^d (p) \) in its simplest form without lagged dynamics, i.e. set \( p = 0 \). We can write the first element of \( z_t \) as

\[
\begin{align*}
  r_t &= (1 + \gamma_1) \Delta^d r_t - \gamma_1 \delta \Delta^d (f - p)_t + \epsilon_{1t} \\
  \Delta^d (f - p)_t &= \nu_{2t},
\end{align*}
\]

(22)

The triangular model, unlike the CFVAR, does not allow for the possibility that past returns have predictive power for future returns. Imposing this restriction on (22) results in setting \( \gamma_1 = -1 \),

\[
\begin{align*}
  r_t &= \delta \Delta^d (f - p)_t + \epsilon_{1t} \\
  &= -\delta \sum_{i=1}^{\infty} \theta_i (f - p)_{t-i} + \epsilon_{1t}.
\end{align*}
\]

(23)

Comparing (23) to the triangular model, we conclude that even under the restriction that past returns do not influence current and future returns, the co-fractional VAR is still a richer model in the sense that it assumes returns to be driven by the entire history of the predictor variable and not just the lagged level. The two models only coincide if \( d = 1 \). This unit root hypothesis was firmly rejected in Section 3.

We can also compare the two models in terms of their specification for the time series process of the predictor variable, \( (f - p)_t \). For the rent to price ratio, the simplified CFVAR without lags implies that

\[
\begin{align*}
  \Delta^d (f - p)_t &= \gamma_2 \Delta^d r_t - \gamma_2 \delta \Delta^d (f - p)_t + \epsilon_{2t}.
\end{align*}
\]

(24)
Again, the triangular model imposes an implicit restriction as compared to the Johansen model, as returns do not have a causal effect on the predictor variable. We can restrict the co-fractional model similarly, by setting $\gamma_2 = 0$. Equation (24) becomes

$$\Delta^d (f - p)_t = \epsilon_{2t},$$

which is the same as in the triangular model (21). The model for the rent to price ratio is thus the same in both specifications, the Johansen approach and the triangular model, if the restriction $\gamma_2 = 0$ holds. Whereas the implied return process differs substantially between the two models, the model for the rent to price ratio is not very different.

Analogously to the $\text{CFVAR}_d(p)$, we can decompose the unexpected return process that follows from the triangular model and compute its term structure of risk. The Appendix, Equations (43)-(43), provides the full decomposition if the rent to price ratio is assumed to follow an ARFIMA(1,d,0) process. The variance of unexpected returns, $\nu_{r,t+1}$, resulting from the triangular model is $\sigma_1^2 = \text{Var}(\nu_{1t})$, that is simply the variance of the error of the return prediction. If there is long-run risk in expected returns, this variance is expected to be larger than the corresponding variance $e_1'\Sigma e_1$ from the co-fractional model, due to the dynamics of the predictors that are captured in the error term $\nu_{1t}$. We further observe that since the triangular model does not allow for past returns to influence current and future returns, the innovations in the present value of future returns, $\eta_{r,t+1}$, are solely determined by the innovations to the rent to price ratio, $\nu_{2t}$. The same measure resulting from the Johansen model depends on both innovations, $\epsilon_{1t}$ and $\epsilon_{2t}$, by contrast.

We deduce from the preceding discussion that the triangular model is restricted in many ways. While the Johansen model imposes no restriction on the speed of adjustment vector $\gamma$, the triangular model implicitly assumes that it is known a priori, $\gamma = [-1 \ 0]$. In addition, the triangular model only considers the lagged level of the valuation ratio for return prediction, instead of the entire history of the process.
6 Estimation of the co-fractional VAR and the triangular model

Conditional on $d$, we estimate the CFVAR$_{0.75}(p)$ model, as specified in Equation (10), for the bivariate process of logarithmic real returns and the rent to price ratio, $\Delta^d z_t$.

The estimation proceeds in two stages. As a first step, we use the estimated fractional differencing parameter $\hat{d} = 0.75$ to construct the vector time series $\Delta^d z_t$, the filtered return and rent to price ratio. In the second stage, we obtain parameter estimates for the co-fractional model by iterated seemingly unrelated regression (SUR). As the CFVAR process is bivariate, there is only one cointegrating vector, $\delta$. Furthermore, we estimate the model with an intercept $\alpha$. For the selection of the lag length $p$, we employ the Bayesian-Schwarz information criterion (BIC).

We apply the fractional filters to the entire data series, starting in 1650, but the estimation of the coefficients only starts in 1660. Doing so, we correct for possibly inaccuracies at the initial observations that arise due to the application of the truncated fractional filter.

We obtain confidence intervals for the estimated coefficients by bootstrapping the residuals of the co-fractional VAR. As we cannot exclude the presence of heteroskedasticity in the residuals, we apply the wild bootstrap. That is, we draw univariate series $B_t$ from a standard normal distribution and construct bootstrapped residuals by

$$\epsilon_t^* = B_t \hat{\epsilon}_t,$$

where $\hat{\epsilon}_t$ are the CFVAR residuals. Davidson and MacKinnon (2007) point out that the wild bootstrap is often the preferable method in the presence of a unknown non-constant error variance. We employ $\epsilon_t^*$ to re-build the process $z_t^*$ recursively, imposing fractional cointegration with $d = 0.75$.

We consider two different types of confidence intervals, an unconditional and a conditional on $d = 0.75$ version. To compute the first one, we estimate the fractional differencing parameter of the bootstrapped rent to price ratio, $d^*$, using the EW and setting $J = T^{1/2}$. From this, we can construct the new series $\Delta^{d^*} z_t^*$. For the conditional bootstrap confidence intervals we use the series $\Delta^d z_t^*$, that is we condition on $d = 0.75$.

Define $g$ as the vector of the model parameters of length $s$. The parameters $\hat{g}^*$ of the co-fractional VAR model for both $\Delta^{d^*} z_t^*$ and $\Delta^d z_t^*$ are estimated by SUR.
We repeat this process $h = 10,000$ times, which results in a matrix $\hat{G}^{*}$ of bootstrapped coefficients of size $(s \times h)$. For all parameter estimates, we also compute the implied values for the elements of the return decomposition, $\text{Var}(\eta_r)$, $\text{Var}(\eta_{cf})$, and $\text{Cov}(\eta_r, \eta_{cf})$.

For 95%-confidence intervals, we first re-center the bootstrap parameters estimates at their sample estimates $\hat{g}$ and implied moments such that they have the same mean as the original estimates. For variance parameters the re-centering in done on their logarithms of the bootstrap estimates. We calculate the centered quantile intervals to avoid inaccurate confidence intervals due to asymmetric distributions of the parameter estimates, $\hat{g}$, following a suggestion of Hansen (2010).

For the triangular model, the estimation of the parameters of the return prediction as well as the time-series process for the rent to price ratio is conducted by ordinary least squares (OLS), including an intercept. Analogously to the co-fractional model, we start the estimation only in the year 1660. To include short-run dynamics of the rent to price ratio, we estimate an ARFIMA($p, 0.75, q$) on the series. We select $p$ and $q$ using the BIC.

As for the co-fractional VAR model, we compute bootstrapped confidence intervals for both equations of the triangular model. OLS standard errors, the corresponding confidence intervals, and t-statistics are known to be misleading due to the persistence of the predictor variable, as has been pointed out by Campbell and Yogo (2006). We use the wild bootstrap to obtain new residuals $\nu^*_1t$ and $\nu^*_2t$. We employ these residual series, the OLS estimated parameters, and the value $d = 0.75$ to construct the processes $r^*_t$ and $(f - p)^*_t$. Then we re-estimate and compute 95%-confidence intervals in the same manner as for the CFVAR$_d(p)$ model.

The two models, the co-fractional VAR and the triangular model, are not nested. To test which one of the two models is preferable, we carry out a simulation-based version of the encompassing test due to Cox (1961, 1962), suggested by Coulibaly and Brorsen (1999). The test statistic that discriminates between two non-nested hypotheses $H_0$ and $H_1$ is defined as

$$
T = \frac{\sqrt{T}(\ell_{01} - E_0(\ell_{01}))}{\sqrt{s_0}},
$$

(27)

where $\ell_{01} = \ell_0(\hat{g}_0) - \ell_1(\hat{g}_1)$ is the difference of the maximized log-likelihoods under $H_0$ and $H_1$. $\hat{g}_0$ and $\hat{g}_1$ are the estimated parameter values of the null and the alternative
model. \( E_0(\ell_{01}) \) is the expected value of \( \ell_{01} \) under the null hypothesis and \( s^2_0 \) is the variance of \( (\ell_{01} - E_0(\ell_{01})) \) under \( H_0 \).

To find the expected value of the log-likelihood, we use a bootstrap approach. We generate \( h = 200 \) resampled residuals of the \( H_0 \)-model using the wild bootstrap and build a new return process \( r^*_t \), using the estimated values \( \hat{g}_0 \) and \( d = 0.75 \). In each repetition of the bootstrap, we estimate the parameters of \( r^*_t \) under \( H_0 \) and \( H_1 \). The expected value of the log-likelihood follows from

\[
\hat{E}_0(\ell_{01}) = \frac{1}{h} \sum_{i=1}^{h} \left( \ell^*_{0,i}(\hat{g}_{0,i}) - \ell^*_{1,i}(\hat{g}_{1,i}) \right).
\]

The computation of \( s^2_0 \) follows Pesaran and Pesaran (1995), given by

\[
s^2_0 = \frac{\sum_{i=1}^{T} \left( \ell^*_{01,i} - \ell^*_0 \right)^2}{T - 1},
\]

where \( \ell^*_{01,t} = \ell_{0,i}(\hat{g}_0) - \ell_{1,i}(\hat{g}_1^*) \), the log-likelihood ratio for observation \( t \), and \( \ell^*_0 \) is its mean. The simulation estimator \( \hat{g}_1^* \) is defined as \( \frac{1}{h} \sum_{i=1}^{h} \hat{g}_{1,i} \). That is, as the average bootstrap parameter estimates of \( r^*_t \) under the model \( H_1 \), where \( r^*_t \) has been generated under model \( H_0 \). We obtain critical values for \( T \) using the simulations suggested by Coulibaly and Brorsen (1999).

Finally, to calculate the elements of the return decomposition, we need the coefficient of linearization, \( \varsigma \). It defined to be \( 1/(1 + e^{(f - p)_{t-1}}) \) by Campbell and Shiller (1988a, b). In our data set we find that \( \varsigma = 0.9462 \). Yet, this specification is derived under the assumption that the rent to price ratio is a stationary process. Calculating the linearization error \( r_t = \iota - (1 - \varsigma)(f - p)_t - \Delta p_t \) and the resulting \( R^2 \), we can show, however, that the approximation is extremely exact, capturing 99.95% of the variation in returns\(^4\).

### 7 Results

We start the discussion of our results by focusing on the question of whether there is predictability in returns. Estimating the co-fractional model for \( d = 0.75 \), we find substantial evidence that real-estate returns are predictable. Our model captures almost 60% of the variability of \( \Delta^d r_t \) and 20% of the logarithmic return series in levels.

\(^4\)We set \( \iota = -\ln(\varsigma) - (1 - \varsigma) \ln((1/\varsigma) - 1) = 0.2095 \), following Campbell and Shiller (1988a, b)
Case and Shiller (1990) find an $R^2$ of 0.109 in annual predictions of excess returns on housing with the rent to price ratio and Plazzi et al. (2010) explain respectively 10.3%, 11.6%, and 12.6% of the variation in one-year excess returns on apartment, industrial and retail properties in their fixed effects model.

Parameter estimates of the co-fractional VAR model are in Table 6. As the BIC is minimized at $p = 1$, we estimate a CFVAR$_{0.75}(1)$ specification. The cointegrating parameter is equal to $\hat{\delta} = -0.06$. The value is statistically significant, no matter whether we consider the conditional or the more conservative unconditional confidence interval. Returns and the rent to price ratio thus have a small but significant long-run
Table 6: SUR estimates for the co-fractional model, CFVAR_{0.75}(1)

The table reports estimates of CFVAR_{0.75}(1)

\[ \Delta^d z_t = \alpha + \gamma d^\prime (1 - \Delta^d) z_t + \Gamma_1 \Delta^d (1 - \Delta^d) z_t + \epsilon_t. \]

Entries denote SUR parameter estimates and bootstrapped 95%-confidence intervals, where CI is unconditional and CI(d) is conditional on d = 0.75. The values given for \( \text{Var}(\eta_r) \), \( \text{Var}(\eta_f) \), and \(-2\text{Cov}(\eta_r, \eta_f)\) are relative to the variance of the unexpected returns, \( \text{Var}(\nu_r) \).

<table>
<thead>
<tr>
<th></th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>( \delta )</th>
<th>( \Gamma_1 )</th>
<th>( \Sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Est.</td>
<td>\begin{pmatrix} 0.2647 \ -0.1138 \end{pmatrix}</td>
<td>\begin{pmatrix} -1.0847 \ 0.3902 \end{pmatrix}</td>
<td>\begin{pmatrix} 1.0000 \ -0.0596 \end{pmatrix}</td>
<td>\begin{pmatrix} 0.1449 \ -0.1349 \end{pmatrix}</td>
<td>\begin{pmatrix} 0.6291 \ -0.0248 \end{pmatrix}</td>
</tr>
<tr>
<td>CI</td>
<td>\begin{pmatrix} [0.1011,0.3461] \ [-0.2050,0.0414] \end{pmatrix}</td>
<td>\begin{pmatrix} [-1.5600,-0.3827] \ [-0.1434,1.0040] \end{pmatrix}</td>
<td>\begin{pmatrix} [0.0860,-0.0177] \end{pmatrix}</td>
<td>\begin{pmatrix} [-0.4699,0.7173] \end{pmatrix}</td>
<td>\begin{pmatrix} [0.0886,1.0127] \end{pmatrix}</td>
</tr>
<tr>
<td>CI(d)</td>
<td>\begin{pmatrix} [0.1625,0.3414] \ [-0.1935,-0.0259] \end{pmatrix}</td>
<td>\begin{pmatrix} [-1.4110,-0.6820] \ [0.0221,0.7444] \end{pmatrix}</td>
<td>\begin{pmatrix} [-0.0826,-0.0333] \end{pmatrix}</td>
<td>\begin{pmatrix} [-0.1213,0.3560] \end{pmatrix}</td>
<td>\begin{pmatrix} [0.2974,0.9670] \end{pmatrix}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( \text{Var}(\eta_r) )</th>
<th>( \text{Var}(\eta_f) )</th>
<th>(-2\text{Cov}(\eta_r, \eta_f))</th>
<th>( P_r )</th>
<th>( R_r^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Est.</td>
<td>0.7896</td>
<td>0.3881</td>
<td>-0.1777</td>
<td>1.8736</td>
<td>0.1999</td>
</tr>
<tr>
<td>CI</td>
<td>\begin{pmatrix} 0.4802,1.3736 \end{pmatrix}</td>
<td>\begin{pmatrix} 0.2163,0.7674 \end{pmatrix}</td>
<td>\begin{pmatrix} [-0.5942,0.5245] \end{pmatrix}</td>
<td>\begin{pmatrix} 1.1600, 2.7081 \end{pmatrix}</td>
<td></td>
</tr>
<tr>
<td>CI(d)</td>
<td>\begin{pmatrix} 0.5429,1.2849 \end{pmatrix}</td>
<td>\begin{pmatrix} 0.2206,0.7091 \end{pmatrix}</td>
<td>\begin{pmatrix} [-0.5429,0.3766] \end{pmatrix}</td>
<td>\begin{pmatrix} 1.2689, 2.6533 \end{pmatrix}</td>
<td></td>
</tr>
</tbody>
</table>
relation. The adjustment vector estimate is \( \hat{\gamma} = [-1.08, 0.39]' \). On the basis of both types of confidence intervals, we cannot reject the hypothesis that \( \gamma_1 = -1 \) and \( \gamma_2 = 0 \). This satisfies the restrictions that are imposed in the triangular return prediction model. Yet, the two models for return prediction still differ substantially, as long as \( d \neq 1 \).

Solving the co-fractional model in Equation (10) for \( z_t \) (see Appendix) and plugging in the estimated parameter values, we find that returns are predicted by

\[
 r_t = 0.27 + \sum_{i=1}^{\infty} \left( 0.09 \theta_i - 0.15 \sum_{l=0}^{i-1} \theta_{i-l} \theta_l \right) r_{t-i} \\
+ \sum_{i=1}^{\infty} \left( -0.07 \theta_i - 0.63 \sum_{l=0}^{i-1} \theta_{i-l} \theta_l \right) (f - p)_{t-i} + \epsilon_{1t},
\]  

(30)

where \( \theta_i = \theta_i(0.75) \) are the coefficients of the fractional filter, as explained in Section 3. Equation (30) shows that returns are predicted by the entire history of the processes \( r_t \) and \( (f - p)_t \). Plugging in the values for \( \theta_i \), we find that all else equal the first few terms of the lagged rent to price ratio on returns are

\[
(-0.07 \theta_1 - 0.63 \theta_0 \theta_0) (f - p)_{t-1} = 0.52 (f - p)_{t-1} \\
(-0.07 \theta_2 - 0.63 (\theta_2 \theta_0 + \theta_1^2)) (f - p)_{t-2} = -0.29 (f - p)_{t-2} \\
(-0.07 \theta_3 - 0.63 (\theta_3 \theta_0 + 2 \theta_2 \theta_1)) (f - p)_{t-3} = -0.06 (f - p)_{t-3},
\]

for the first, second, and third lag, respectively. The short-run effects of past returns on the current return are

\[
(0.09 \theta_1 - 0.15 \theta_1 \theta_0) r_{t-1} = 0.05 r_{t-1} \\
(0.09 \theta_2 - 0.15 (\theta_2 \theta_0 + \theta_1^2)) r_{t-2} = -0.08 r_{t-2} \\
(0.09 \theta_3 - 0.15 (\theta_3 \theta_0 + 2 \theta_2 \theta_1)) r_{t-3} = -0.02 r_{t-3},
\]

showing that lagged returns hardly matter for return prediction.

Higher order effects have much smaller coefficients, but are collectively non-negligible. This long distributed lag is an important difference in comparison to the triangular model, which uses \( (f - p)_{t-1} \) as the only predictor of returns. The complete picture of these dynamic effects is summarized by the impulse responses in Figure 2. The graph plots the first 50 impulse responses of returns with respect to shocks \( \epsilon^{(r)}_t \) and \( \epsilon^{(f-p)}_t \).
The impulse responses are orthogonalized, with shocks to the rent to price ratio as the first element in the causal ordering. The size of shocks is scaled to one standard deviation. We can clearly see the effect of the long memory in the series. Whereas impulse responses of a stationary $I(0)$ process decay exponentially\textsuperscript{5}, the fractional impulse responses decline slower. We observe that due to the long memory of both, the return and the rent to price ratio time series, impulse responses decay rather slowly and are still non-negligible after a lag of 50 years. Figure 2 also shows that as of the first lag, i.e. $i \geq 1$, shocks to the rent to price ratio have a larger (positive) effect than shocks to returns, on the return process.

Figure 2: Impulse responses of real log returns from a CFVAR\textsubscript{0.75}(1) - The figure plots the impulse responses of returns from the co-fractional model over 50 lags. The reported impulse responses are orthogonalized. A shock to the rent to price ratio occurs first. The size of shocks is scaled to one standard deviation.

Figure 3 shows the cumulative sum of the coefficients of the series $\eta_{r,t+1}$, which represent the shocks to the discount factor. More precisely, it plots the function $\sum_{j=1}^{i} \varsigma^j (e1'\Phi_j)$ at each $i = 1, \ldots, 199$, where $\Phi_j$ are the recursive impulse responses of $z_t$ defined in (12). Again, we observe that the convergence of both elements of the sum is very slow. Between lag 50 and 100, both curves still slightly increase and only after 100 years they flatten out. The effect of the rent to price ratio on the revision of expectations about future discount rates is almost 4 times higher than the effect

\textsuperscript{5}if the process has a stationary and invertible ARMA representation
of returns. That is, \( \eta_{t+1} \approx 0.31 \epsilon_{t+1}^{(r)} + 1.16 (f_{t+1} - p) \). Thus, a positive shock of 1% to the rent to price ratio in the remote past implies a positive shock of approximately 1.2% to the discount factor in the real-estate market. At the same time, it brings a 1.2% shock to expected rental growth with it. An increase in prices relative to rents in the past is associated with a capital loss today due to a worse outlook on future cash-flow growth. This capital loss is, however, completely offset by the capital gain today that results from the increase in prices relative to rents. In contrast, a 1% shock to housing returns that happened long ago, induces a small shock of 0.3% on the discount factor, but a positive shock of 1.3% on the expected growth of rents. A rise in the market is warranted by improvements in expected future rents, but this capital gain is partly counterweighed by discounting capital streams at a higher rate. All else equal, an increase in the rent to price ratio implies an increase in rents and a small decrease in prices (see Equation (9)), whereas an increase in returns (with fixed \((f - p)\)) involves prices and rents increasing by the same amount. It is therefore not surprising that former effect entails substantially more discounting of future capital and slightly less expected future rental growth, than the latter shocks.

![Figure 3: Cumulative sum of coefficients](image)

**Figure 3: Cumulative sum of coefficients** \( \sum_{j=1}^{i} \varsigma(j \epsilon_1' \Phi_j) \) from a CFVAR\( _{0.75}(1) \). The figure plots the cumulative impulse responses of returns from the co-fractional model. More precisely, it plots the sum \( \sum_{j=1}^{i} \varsigma(j \epsilon_1' \Phi_j) \) for each \( i = 1, 2, \ldots, 199 \).

For our further estimations, we truncate the sum \( \sum_{j=1}^{\infty} \varsigma(j \epsilon_1' \Phi_j) \) at \( j = 199 \).

\(^6\)Since we know that the infinite sum converges, as shown in Section 6, and according to the
ing the estimates of the co-fractional CFVAR_{0.75}(1) model, we compute the variances and covariances of the elements of the return decomposition from Equation (15), (16), and (17). The fraction of the variance of unexpected return shocks that is due to future expected discount rates, \( \frac{\text{Var}(\eta_{r,t+1})}{\text{Var}(v_{r,t+1})} \), is equal to 79%. Both 95% confidence intervals, the conditional and the unconditional one, support that this ratio is statistically different from zero, but not different from 100%. In contrast, the component of unexpected return variation that is captured by the variability of the innovations in the expected present value of future cash flows, \( \frac{\text{Var}(\eta_{f,t+1})}{\text{Var}(v_{r,t+1})} \), is only 39% and statistically significant. Hence, the explanatory power of future discount rate news for the variation in unexpected returns, is twice as high as the one of future cash flows. These results are qualitatively in line with the findings of Campbell and Shiller (1991) and Campbell and Vuolteenaho (2004).

The housing market can typically be viewed as a capital market for conservative longer term investors. For such an investor, a negative shock to the discount factor implies a lower return now, but higher returns in the future. Campbell and Vuolteenaho (2004) therefore call these types of news transitory shocks to wealth. Negative news about future rental growth represent permanent shocks to wealth, however. A long-term investor will thus expect higher returns to compensate losses in the latter case; that is, he demands a higher risk premium. This in turn implies that the part of returns that is unexpected is less influenced by such permanent shocks, which is what we find.

Scaling the covariance between \( \eta_{r,t+1} \) and \( \eta_{f,t+1} \) by \( \text{Var}(v_{r,t+1}) \) as well, we find that \( -2\text{Cov}(\eta_{r,t+1}, \eta_{f,t+1}) = -0.18 \). We cannot reject the hypothesis that the value is equal to zero, however. Hence, our methodology to identify discount-factor news and news about rental growth as two separate types of shocks is justified. The fact that the correlation between the two series is small but positive (\( \text{Corr}(\eta_{r}, \eta_{f}) = 0.16 \)) is a direct result of the finding that both time-series shocks in the system, \( \epsilon_t^{(r)} \) and \( \epsilon_t^{(f-p)} \), have a positive effect on discount-factor and cash-flow news.

To summarize, by means of the co-fractional VAR model of Johansen (2008) we can predict returns in the real estate market and decompose the innovations. Capturing 20% of the variation in real logarithmic returns, we find that the rent to price ratio

---

**Footnote:** Observations from Figure 3, where the curves are flat at lag 199, this simplification is inconsequential for the precision of the results. In addition, we can compute the maximal truncation error that we can make, by observing that the following must hold: \[ \sum_{j=1}^{200} \epsilon_t^{(r)} \Phi_j + \sum_{j=1}^{199} \epsilon_t^{(f-p)} \Phi_j \leq \sum_{j=200}^{\infty} \epsilon_t^{(r)} \Phi_{200} + \sum_{j=200}^{\infty} \epsilon_t^{(f-p)} \Phi_{200}. \] This implies that the upper bound of the truncation error is given by \([1.65 \times 10^{-6} 4.60 \times 10^{-6}]\), which is a negligibly small number.
has more predictive power than past returns. Furthermore, returns fluctuate mainly because of innovations to discount rates. Cash-flow news have a much smaller impact and the covariance effect is negligible.

7.1 Comparison with predictions from triangular model

To obtain a comparative measure for the performance of the CFVAR model in explaining and predicting returns on the real estate market, we continue to estimate returns by means of the triangular model.

For a given fractional integration parameter, \( d = 0.75 \), we estimate the return and the rent to price ratio equations by OLS. For the latter, the BIC is minimized at an ARFIMA\((1, 0.75, 0)\) specification. The estimation result are in Table 7. The rent to price ratio predicts housing returns with a statistically significant coefficient of 0.22 and we find a positive significant intercept of 0.68. In total, the alternative model captures 11.77% of the variance in the return series.

Analogously to the co-fractional VAR model, we can decompose unexpected returns into the expectation innovation in future discounted returns and changes in rents. The variance of unexpected returns \( \text{Var}(\nu_{r,t+1}) \) is approximately 0.04 and hence more than 10% larger than the corresponding figure for the co-fractional model. This result is a direct implication of the lower \( R^2 \). The triangular model explains less of the variation in returns than the co-fractional model and, hence, return innovations are more volatile.

The variance ratio of revised expectations about future discount rates scaled by unexpected returns is equal to 2.17. This value is much higher than what the co-fractional VAR model implied and it is statistically significant. Yet, the confidence interval of this estimate, especially the unconditional one, is extremely wide, indicating substantial uncertainty. The variance of innovations is future cash flow changes divided by the variance of return shocks is 0.78. These results point into the same direction as the analogous findings from the co-fractional model, yet values are of substantially larger magnitude with more statistical uncertainty. The reason for these high resulting ratio values lies in the high correlation between both innovations, \( \eta_{r,t+1} \) and \( \eta_{f,t+1} \); the triangular model suggests that the negative double covariance scaled by the variance of unexpected returns is equal to -1.95. We would have to multiply the analogous covariance from the co-fractional VAR model by approximately 10 to obtain the same result. The strong positive correlation questions the validity of the
Table 7: OLS estimates for the triangular model for return predictions

The table reports estimates of the alternative triangular model for real-estate returns of the form

\[ r_t = \alpha + \beta (f - p)_{t-1} + \nu_{1t} \]

\[ (f - p)_t = c + \rho (f - p)_{t-1} + \Delta_{1}^{\nu_{2t}}. \]

Entries denote OLS parameter estimates when \( d = 0.75 \) and bootstrapped 95%-confidence intervals, where CI is unconditional and CI(\( d \)) is conditional on \( d = 0.75 \). The values given for \( \text{Var}(\eta_r) \), \( \text{Var}(\eta_f) \), and \( -2\text{Cov}(\eta_r, \eta_f) \) are relative to the variance of the unexpected returns, \( \text{Var}(\nu_r) \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Est.</th>
<th>CI</th>
<th>CI(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.6801</td>
<td>[0.5855, 0.7031]</td>
<td>[0.5855, 0.7031]</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.2164</td>
<td>[0.1469, 0.2347]</td>
<td>[0.1469, 0.2347]</td>
</tr>
<tr>
<td>( c )</td>
<td>-0.0287</td>
<td>[-0.0535, 0.0692]</td>
<td>[-0.0480, -0.0096]</td>
</tr>
<tr>
<td>( \rho )</td>
<td>-0.1893</td>
<td>[-0.5865, 0.0658]</td>
<td>[-0.3609, -0.0100]</td>
</tr>
<tr>
<td>( \sigma^2_{\nu_1} )</td>
<td>0.0357</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma^2_{\nu_2} )</td>
<td>0.0321</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_{\nu_1,\nu_2} )</td>
<td>-0.0274</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{Var}(\eta_r) )</td>
<td>2.1703</td>
<td>[0.4399, 7.5385]</td>
<td>[1.2085, 3.0231]</td>
</tr>
<tr>
<td>( \text{Var}(\eta_f) )</td>
<td>0.7760</td>
<td>[0.0911, 1.9174]</td>
<td>[0.3458, 1.2107]</td>
</tr>
<tr>
<td>( -2\text{Cov}(\eta_r, \eta_f) )</td>
<td>-1.9462</td>
<td>[-3.9009, 12.4515]</td>
<td>[-2.8096, 0.7416]</td>
</tr>
<tr>
<td>( R^2_r )</td>
<td>0.1177</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

decomposition of unexpected returns into discount-factor and rental-growth news in this case, however.

At this stage, we have compared the co-fractional VAR to the standard prediction model and pointed out the differences. Yet, so far we have not been able to judge, which model performance is better in the statistical sense, that is which model attains a higher goodness of fit. The reported \( R^2_r \) values have to be interpreted with care. Since returns in our models are not covariance stationary, it holds that asymptotically \( R^2_r \to 1 \). To have a more robust instrument for statistical inference, we compare the likelihood values of both models and, to correct for the different number of parameters, information criteria. The log likelihood value of the triangular prediction system is 378.49, whereas the corresponding value from the Johansen model is 468.27. Furthermore, the former model estimation results in a AIC of -2.16 and BIC of -2.12. The respective values for the co-fractional model are -2.65 and -2.55. Hence, the
likelihood is maximized for the co-fractional model and the information criteria are minimized. This gives us a good indication for the superior fit of the latter model.

What drives the outperformance of the Johansen model over the triangular model? Can we predict returns better, or do we have a better model to explain the time-series process of the rent to price ratio? As we explain in Section 5, we expect a more accurate return prediction, since the co-fractional VAR allows for returns to be determined by the entire history of the predictor process and not simply by its lag. The estimation results confirm this intuition. The log likelihood value of the return equation implicit in the CFVAR_{0.75}(1) framework equals 103.19 (AIC=-0.57 and BIC=-0.51). In contrast, the corresponding log likelihood value from the triangular model is 86.22 (AIC=-0.49 and BIC=-0.46), and thus much lower. Hence, the fractional filters seems to play an important role in return predictions.

On the other hand, the movements of the rent to price ratio are captured equally well by both models. The log likelihood values are 107.78 and 107.00 for the co-fractional and the triangular model, respectively. Since we estimate substantially more parameters in the second equation of the Johansen model than in the predictor specification in the triangular model, AIC and BIC are even minimized for the latter. More precisely, the AIC is equal to -0.61 (BIC=-0.58) in the rent to price ratio equation of the triangular model, whereas the corresponding values for the co-fractional model are AIC=-0.59 and BIC=-0.54. The superior fit of the Johansen model is, hence, entirely due to the improved return prediction.

An additional interesting aspect for comparison arises, when contrasting the implications of both models with respect to the log-linearization of returns. If the triangular model as well as the co-fractional VAR model were perfect predictors of asset returns, this would imply that the second element of the cointegrating vector, $-\delta$, is equal to $-(1-\varsigma)$, since for both models $\delta'z_t \sim I(0)$. For the triangular model we further know that $-\hat{\delta} = -\beta$. If we conduct simple t-tests on this hypothesis, that is $\hat{\beta} = (1-\varsigma) = 0.05$ for the triangular model, we firmly reject. Yet, for the Johansen model, we fail to reject the hypothesis. Again this indicates that the Johansen framework provides a better means to model housing returns, as compared to the traditional approach.
7.2 Encompassing test of return predictions

The previous section suggested that the co-fractional model predicts returns more accurately than the triangular model. Can we, thus, discard the triangular model in favor of Johansen’s model? A formal test of this hypothesis is not straightforward, as the two models are not nested. Yet, we can test whether the CFVAR model encompasses the triangular one, as outlined in Section 6. If, by assuming that the former is the true model, we can account for all estimation outcomes of the latter, the CFVAR model encompasses the triangular.

Our results suggest that the co-fractional VAR model, indeed, encompasses the triangular model for return prediction. If we test the hypothesis that

\[ H_0 : \Delta^d r_t = e1' \left( \alpha + \gamma \delta' (1 - \Delta^d) z_t + \sum_{i=1}^{p} \Gamma_i \Delta^d (1 - \Delta^d)^i z_t + \epsilon_t \right) \]

\[ H_1 : r_t = \alpha + \beta (f - p)_t + \nu_{1t}, \]

we find that the p-value is equal to 0.124. Hence, we cannot reject the \( H_0 \)-hypothesis. Alternatively, if we reverse the order of the hypotheses, such that the co-fractional model is the alternative, the resulting p-value is equal to 0.001. This implies that the standard return prediction model does not encompass the co-fractional VAR model. The latter model is clearly to be preferred.

7.3 Robustness of the co-fractional VAR

All previously reported estimates are based on the assumption that the true long memory parameter of the return and the rent to price series is given by \( d = 0.75 \). In Section 2 we estimate the fractional integration parameter and conclude that an exact determination of its value is difficult, since the estimates depend on the selection of the bandwidth of the spectral window under consideration. In this section, we therefore conduct a sensitivity analysis of the outcomes of the return prediction on the estimate of \( d \).

From the estimation results in Section 2 it follows that the rent to price ratio and, hence, also the return series are fractionally integrated, with \( \hat{d} \in [0.65, 0.8] \). In the robustness analysis, we therefore consider values \( d = \{0.65, 0.7, 0.75, 0.8\} \). For a

\(^7\)Note that this is not the case for the unconditional version of the bootstrapped confidence intervals. Since we re-estimate \( d \) in every bootstrap repetition, the intervals are not conditional on the fractional differencing parameter.
general comparison, we further allow for \( d = 0.5 \) and \( d = 1 \). Note that the latter specification is just the typical vector error correction model (VECM) for \( z_t \). The BIC criterion is again utilized for selection of the lag length \( p \). If \( d = 0.5 \), we specify a CFVAR\(_{0.5}(2)\) model and for all remaining values of \( d \), we select a specification with only one lag.

The results are summarized in Table 8. Overall, we find that the results of the estimation are very robust to the fractional differencing parameter, \( d \). Within the estimated range of values for \( \hat{d} \in [0.65, 0.8] \), the fit of the model for predicting returns, measured in terms of BIC\(_r\), only varies marginally between -0.48 and -0.51%. The value declines in \( d \) until \( d = 0.75 \) and increases beyond that point. The goodness of fit of the VECM is substantially lower than all other models, BIC\(_r\) = -0.48%. This is not surprising, as the CFVAR\(_1(1)\) implicitly assumes that there is no cointegration between rents and house prices and, as a consequence, violates the present value relation. Hence, this model should be less accurate according to theory, which is supported by our statistical evidence.

### Table 8: Robustness of CFVAR results to the selection of \( d \)

<table>
<thead>
<tr>
<th>Specification</th>
<th>( \alpha_1 )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>(-\hat{\delta})</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR(_{0.5,0.5}(2))</td>
<td>0.3617</td>
<td>-1.7695</td>
<td>0.9588</td>
<td>-0.0491</td>
</tr>
<tr>
<td>([0.1983, 0.5598])</td>
<td>([-2.7995, -0.4872])</td>
<td>([0.2940, 2.0158])</td>
<td>([-0.0709, -0.0142])</td>
<td></td>
</tr>
<tr>
<td>([0.1546, 0.4864])</td>
<td>([-2.5669, -0.6932])</td>
<td>([0.0187, 1.9350])</td>
<td>([-0.0709, -0.0177])</td>
<td></td>
</tr>
<tr>
<td>VAR(_{0.65,0.65}(1))</td>
<td>0.3075</td>
<td>-1.2780</td>
<td>0.5997</td>
<td>-0.0561</td>
</tr>
<tr>
<td>([0.1239, 0.4077])</td>
<td>([-1.9226, -0.4029])</td>
<td>([-0.0235, 1.3997])</td>
<td>([-0.0809, -0.0183])</td>
<td></td>
</tr>
<tr>
<td>([0.1861, 0.3957])</td>
<td>([-1.6843, -0.7708])</td>
<td>([0.1515, 1.0557])</td>
<td>([-0.0753, -0.0327])</td>
<td></td>
</tr>
<tr>
<td>VAR(_{0.7,0.7}(1))</td>
<td>0.2824</td>
<td>-1.1660</td>
<td>0.4869</td>
<td>-0.0576</td>
</tr>
<tr>
<td>([0.1065, 0.3719])</td>
<td>([-1.7258, -0.3773])</td>
<td>([-0.0933, 1.1891])</td>
<td>([-0.0818, -0.0167])</td>
<td></td>
</tr>
<tr>
<td>([0.1709, 0.3641])</td>
<td>([-1.5252, -0.7129])</td>
<td>([0.0832, 0.8856])</td>
<td>([-0.0784, -0.0333])</td>
<td></td>
</tr>
</tbody>
</table>
The cointegrating variable, $-\tilde{\delta}$, increases only marginally in absolute value as $d$ increases from 0.5 to 0.8, from -0.05 to -0.06. Only for the unit root case, it is again smaller, equal to -0.05. In all instance, we find that the coefficient is statistically different from zero, given both, the unconditional and the conditional versions of the 95%-confi-dence intervals. The magnitude of the effect of returns on the rent to price
ratio, $\gamma_2$, changes a little bit more with $d$, yet with the exception of $d = 0.5$ we can never reject that the parameter is equal to zero, on the basis of the unconditional confidence intervals.

The measures that result from the decomposition of unexpected asset returns show little sensitivity to the model specification, as well. The ratio of the variances of innovations in future discount rates over unexpected returns marginally fluctuates within the interval $[0.79, 0.86]$. The fraction decreases as $d$ increases up to 0.8 and it increases beyond that value; it is minimized at $d = 0.8$ and maximized at $d = 1$. Furthermore, the ratio is statistically different from zero for all $d$. In addition, the variation with $d$ of the measures $\text{Var}(\eta_f)/\text{Var}(\nu_r)$ and $-2\text{Cov}(\eta_f, \eta_r)/\text{Var}(\nu_r)$ is small, lying within $[0.33, 0.39]$ and $[-0.22, -0.17]$, respectively. The former is statistically significant in all instances and the latter is never distinguishable from zero.

The speed of adjust parameter of the return-prediction equation, $\gamma_1$, of the return prediction changes slightly. Its estimate decreases in absolute value as $d$ becomes larger, from -1.77 to -1.02. It is always different from zero and never different from minus one, in a statistical sense. The same is true for $-\gamma_1 \hat{\delta}$; the estimates depreciates from 0.09 to 0.05. As the derivation of the representation of the return process and its impulse responses in the Appendix shows, this reduction of the parameter estimates should, however, be offset by the increase in the coefficients of the fractional filter, $\theta_i$.

Figure 4, which plots the impulse responses of returns with respect to shocks in the return (4(a)) and the rent to price (4(b)) processes, confirm this intuition. Whereas there are some discrepancies in the initial impulse responses, the differences disappear at higher lags. The only exception is the VECM, where per definition shocks to the system do not die out, which Figure 4(b) clearly shows.

While the co-fractional model is hence very robust to the fractional differencing parameter, $d$, this can not be generalized to the triangular model. Within the estimated range of $d = \{0.65, 0.7, 0.75, 0.8\}$, the portion of the variance of unexpected returns that is due to the variation in the revision in expectations about the present value of future returns is equal to $\{1.53, 1.79, 2.17, 2.70\}$. In comparison, the analogue measure resulting from the co-fractional VAR decreased slightly within the same range for $d$. Similarly, the ratio of cash-flow news variance relative to unexpected return variation varies within $\{0.49, 0.59, 0.75, 1.01\}$ with $d$. We conclude that the sensitivity of the co-fractional VAR to the fractional differencing parameter is very limited, but the robustness of the triangular return prediction model is questionable.
Figure 4: Impulse responses of real log returns from a CFVAR\(_d(p)\) - The figure plots the impulse responses of returns from the co-fractional model for different \(d\) over 20 lags. The reported impulse responses are orthogonalized. A shock to the rent to price ratio occurs first. The size of shocks is scaled to one standard deviation.

8 The term structure of risk

The term structure of risk measures the volatility of expected returns over different investment horizons. We find that returns on the housing market have a predictable component. This implies that the perceived risk for an investor varies over time. If this risk, measured as the annualized standard deviation, decreases as the investment horizon increases, expected returns exhibit mean reversion. In turn, if the risk of a real-estate investment increases with the horizon, returns are mean averting.

Figure 5 plots the term structure of risk for the housing market, resulting from different model specifications. Similarly to the findings of Campbell and Viceira (2005) for the stock market, we find that risk at the one-year horizon is approximately 18%. In line with these authors, we also confirm mean-reversion in the housing market. Yet, only for short-horizon returns. The CFVAR\(_{0.75}(1)\) suggests mean reversion for
a horizon up to 20 years and mean aversion thereafter. The same is true for the CFVAR$_1(1) = \text{VECM}$. The triangular model implies an even shorter mean-reversion horizon of approximately 12 years. Only if returns are modeled by a stationary VAR(2) we do not find mean aversion after the initial mean-reverting period, since the term structure of risk in this case is almost flat after 20 years.

Figure 5: The term structure of risk for the housing market - The figure plots the term structure of risk, $\sigma^{(k)}$, for real log returns. Parameter estimates are based on the prediction estimates from the co-fractional CFVAR$_{0.75}(1)$, the triangular model (where the rent to price ratio is modeled as an ARFIMA(1,0.75,0)), a stationary unrestricted VAR(2), and a VECM for $[r_t, (f - p)_t]'$, respectively. The y-axis measure is the annualized standard deviation. The x-axis contains $k$ in years.

We first discuss the difference between the stationary VAR(2) model and the other three models. In a VAR model, the effect of a shock decays exponentially, which explains why there is no long-run risk associated with it. Schotman et al. (2008) show that if $d = 0$ the term structure of risk, $\sigma^{(k)}$, is bounded. In contrast, if $d > 0$ the variance of expected returns and the covariance between expected and unexpected returns diverge in $k$ and the former will dominate asymptotically, which explains the observed mean aversion in our fractional models.

Schotman et al. (2008) also show that the variance of expected returns that results from a system specifications diverges faster with increasing $d$. As this variance term...
dominates $\sigma^{(k)}$ as $k \to \infty$, it follows that the degree of mean aversion is more pronounced for the VECM than for the CFVAR$_{0.75}(1)$ at long horizons. This is confirmed by our empirical results. If the rent to price ratio and returns are modeled as unit-root nonstationary processes as opposed to mean-reverting nonstationary processes, real-estate investments are riskier in the long run.

In the triangular model, we predict returns with only one lag of the rent to price ratio, whereas in the CFVAR$_{0.75}(1)$, we consider the entire history of the predictor variable. As a result, there is less predictability in housing returns in the triangular model. This implies that there is more uncertainty associated with expected returns in this case. As this uncertainty is the driving force of the term structure of risk at long horizons, it is logical consequence that the mean aversion is more pronounced for the triangular model than for the co-fractional model.

In the previous sections we found evidence that the CFVAR$_{0.75}(1)$ outperforms all other specifications considered here in terms of modeling real-estate returns. We thus conclude this section with the observation that the risk associated with housing-market returns decreases up to an investment horizon of 20 years, from an initial level of 18% to approximately 11%. For longer investment horizon, risk increases again. This increase is rather moderate, however. The risk level equals the initial risk level ($k = 1$) only after 100 years. With an investment horizon of 200 years, the annualized standard deviation is 31%.

9 Conclusion

We have analyzed the implications of the co-fractional vector autoregressive model of Johansen (2008) as a model for returns in financial markets and considered its empirical performance for long time series of real-estate returns and rents. We find that we can predict a substantial portion of future movements of 355 years of annual housing returns, using only past returns and the rent to price ratio. In contrast, the standard univariate return prediction model captures much less of the variance of returns from the same data set. In addition, we find that the estimates resulting from the co-fractional model are highly robust to misspecifications in the low frequency behavior of the respective series. Standard models are, however, much more sensitive to changes in the order of fractional integration.

We attribute the improved return prediction of the co-fractional model over the
triangular model to the fact that the former predicts returns with the entire history of the rent to price ratio, whereas the latter considers only the first lag. The idea to smooth a valuation ratio in a predictive equation is not new. For instance, Campbell and Shiller (1988b) already consider a 30-year moving average of earnings relative to prices as a state variable. In contrast to most studies, however, we do not use predetermined weights in the long distributed lag of our predictor. Rather, the weights in our fractional prediction framework result from a fully parameterized model. In our co-fractional model, housing returns are not only predicted by a valuation ratio, but also a weighted sum of past returns. This specification thus has a second advantage, since smoothing is also known as a means to cope with measurement errors (see, for instance, Graham and Dodd (1934)), which is most likely present in our return data.

As a motivation for the application of Johansen’s model, we name the persistence of the rent to price ratio and the cointegration between prices and rents. With semi-parametric Whittle estimation, we show that the rent to price ratio is a nonstationary long memory process, while rents and prices have a unit root. From the resulting weak fractional cointegration, we conclude that returns and the rent to price ratio strongly cointegrate and that returns exhibit long memory as well.

As a byproduct of the estimations of the co-fractional VAR, we confirm several data properties that are interesting from an asset pricing perspective. Both, past realizations of the rent to price ratio as well as the innovations to the process, have a larger influence on present returns than the counterpart of past returns. Innovations to the valuation ratio also dominate the part of unexpected returns that is due to discount factor news. In line with Campbell and Shiller (1991) and Campbell and Vuolteenaho (2004), we find that the variance of the latter makes up for the largest portion of the variability of unexpected returns. Similar to Campbell and Vuolteenaho (2004) the correlation between cash flow news and discount rate news in our model is small an positive, as opposed to Campbell and Shiller (1991).

Returns on the housing market exhibit mean reversion at low investment horizons up to 20 years. At longer horizons, the term structure of risk is increasing, implying that long-run investment have mean-averting returns. The degree of long-horizon mean-aversion is relatively smooth in the co-fractional model. In comparison, other prediction model understate or overstate the increase in risk.

The results in this study are based on historic real estate data from the Dutch market. This market is relatively small in terms of size as well as significance, as compared to the US housing market, for instance, and it is certainly less well-researched. 38
than stock and bond markets. Nevertheless, we assume that our conclusions that the co-fractional model opens a very promising path for future return predictions in financial markets, are generalizable. One the one hand, generalizability to the US real estate market can be expected, since the properties of our price and rent series are very similar to the CMPHI index and the tenants’ rent component of the CPI, respectively. We observe the same almost monotonic increase of both series in real term after 1970, where the latter movements are smoother, as in Gallin (2008). The properties of the rent to price ratio are also comparable, as both series exhibit a trough in the late 1970s, for example. On the other hand, we are confident that our outcomes also hold in markets with other asset classes. According to the study of Leamer (2002) there is a clear analogy between the rent to price ratio in the housing market and the price-earning, or similarly the dividend yield, in the stock market. In addition, Caporale and Gil-Alana (2004) provide empirical evidence of weak fractional cointegration between prices and dividends, corresponding to the common stochastic trend of housing prices and rents in our work. The proof of the hypothesized generalizability provides an interesting incentive and avenue for future research.

Appendix

Derivation of Impulse Responses of CFVAR$_d$(1) in (12)

We exemplify the transformation process and the derivation of the recursive impulse responses for the CFVAR$_d$(1). The solution for any other lag length selection $p$ follows analogously.

We re-write the process for $z_t$, specified in (10) in the following way. Recall that

$$\Delta^d z_t = \sum_{i=0}^{\infty} \theta_i(d) L^i z_t, \text{ with } \theta_i = \theta_i(d) = (-1)^i(d)_i. \text{ Then,}$$

$$\Delta^d z_t = \gamma \delta' (1 - \Delta^d) z_t + \Gamma_1 (1 - \Delta^d) \Delta^d z_t + \epsilon_t. \quad (31)$$

Expanding the $\Delta^d$ operators, we have

$$\sum_{i=0}^{\infty} \theta_i L^i z_t = \gamma \delta' \left( 1 - \sum_{i=0}^{\infty} \theta_i L^i \right) z_t + \Gamma_1 \left( 1 - \sum_{i=0}^{\infty} \theta_i L^i \right) \sum_{i=0}^{\infty} \theta_i L^i z_t + \epsilon_t. \quad (32)$$
Moving all lags to the right-hand side gives

\[ z_t = \sum_{i=1}^{\infty} (-I - \gamma \delta^j) \theta_i L^i z_t - \Gamma_1 \sum_{i=1}^{\infty} \theta_i L^i \sum_{j=0}^{\infty} \theta_j L^j z_t + \epsilon_t \]

\[ = \sum_{i=1}^{\infty} (-I - \gamma \delta^j) \theta_i L^i z_t - \Gamma_1 \sum_{i=1}^{\infty} \left( \sum_{l=0}^{i-1} \theta_{i-l} \theta_l \right) L^i z_t + \epsilon_t \]

\[ = \sum_{i=1}^{\infty} \left( -I \theta_i - \gamma \delta^j \theta_i - \Gamma_1 \sum_{l=0}^{i-1} \theta_{i-l} \theta_l \right) L^i z_t + \epsilon_t \]

\[ = \sum_{i=1}^{\infty} \Xi_i L^i z_t + \epsilon_t. \quad (33) \]

The coefficient \( \Xi_i \) can be calculated recursively and form the starting point of the computations of impulse responses, \( \Phi_i \). We find that

\[ \Phi_0 = I \]

\[ \Phi_1 = \Xi_1 \]

\[ \Phi_2 = (\Xi_2 + \Xi_1^2) \]

\[ \vdots \]

\[ \Phi_j = \sum_{i=0}^{j-1} \Xi_{j-i} \Phi_i. \quad (34) \]

We further need an causal ordering of the shocks. We assume that shocks to the rent to price ratio are first, i.e. we start with fundamentals. Such an ordering is also consistent with the triangular model. The orthogonalized impulse responses are \( \Psi_i = \Phi_i \mathcal{P} \), where \( \mathcal{P} \) is the upper diagonal matrix

\[ \mathcal{P} = \begin{pmatrix} \sqrt{\Sigma_{11}} & \Sigma_{12} \Sigma_{11}^{\frac{1}{2}} & \Sigma_{12} \Sigma_{21} \Sigma_{11}^{\frac{1}{2}} \sqrt{\Sigma_{22}} \\ 0 & \sqrt{\Sigma_{22}} \end{pmatrix} \]

\[ (35) \]

**Derivation of return decomposition for the CFVAR\(_d\)(p)**

The return process resulting from the co-fractional model is given by

\[ r_t = e1' \sum_{i=0}^{\infty} \Phi_i \epsilon_{t-i}, \quad (36) \]

as outlined in Section 4.
From this we can derive the return decomposition $v_{r,t+1} = \eta_{f,t+1} - \eta_{r,t+1}$.

$$v_{r,t+1} = r_{t+1} - E_t r_{t+1}$$
$$= e1' \sum_{i=0}^{\infty} \Phi_i \epsilon_{t+1-i} - e1' \sum_{i=1}^{\infty} \Phi_i \epsilon_{t+1-i}$$
$$= e1' \epsilon_{t+1}. \quad (37)$$

For the innovations in the present value of future returns, we find that the model implies

$$\eta_{r,t+1} = \sum_{j=1}^{\infty} \varsigma^j (E_{t+1} - E_t) r_{t+1+j}$$
$$= \sum_{j=1}^{\infty} \varsigma^j \left( e1' \sum_{i=j}^{\infty} \Phi_i \epsilon_{t+1+j-i} - e1' \sum_{i=j+1}^{\infty} \Phi_i \epsilon_{t+1+j-i} \right)$$
$$= e1' \sum_{j=1}^{\infty} \varsigma^j \Phi_j \epsilon_{t+1}. \quad (38)$$

Hence, the variances of the elements of the unexpected return process are

$$\text{Var}(v_{r,t+1}) = e1' \Sigma e1 \quad (39)$$

and

$$\text{Var}(\eta_{r,t+1}) = e1' \left( \sum_{j=1}^{\infty} \varsigma^j \Phi_j \right) \Sigma \left( \sum_{j=1}^{\infty} \varsigma^j \Phi_j \right)' e1. \quad (40)$$

Using the equality $v_{r,t+1} + \eta_{r,t+1} = \eta_{f,t+1}$ to back out the innovations to expected future discounted changes in cash flows, we find that

$$\text{Var}(\eta_{f,t+1}) = e1' \left( \sum_{j=0}^{\infty} \varsigma^j \Phi_j \right) \Sigma \left( \sum_{j=0}^{\infty} \varsigma^j \Phi_j \right)' e1. \quad (41)$$

The covariance is given by

$$\text{Cov}(\eta_{r,t+1}, \eta_{f,t+1}) = e1' \left( \sum_{j=1}^{\infty} \varsigma^j \Phi_j \right) \Sigma \left( \sum_{j=0}^{\infty} \varsigma^j \Phi_j \right)' e1. \quad (42)$$
Derivation of the return decomposition of the triangular model

The triangular model for our the return process, defined in Section 4, is given by

\[ r_t = \beta (f - p)_{t-1} + \nu_{1t} \]  \hspace{1cm} (43)

\[ \Delta^d (f - p)_t = \rho \Delta^d (f - p)_{t-1} + \nu_{2t}, \]  \hspace{1cm} (44)

suppressing the constants for convenience. Let the operator \( \Delta^{-d} \) denote \( \sum_{i=0}^{t-1} (-1)^i \left( -\frac{d}{i} \right) L^i \).

The ARFIMA process for the rent to price ratio can be transformed into

\[ (f - p)_t = \rho (f - p)_{t-1} + \Delta^{-d} \nu_{2t} \]

\[ (1 - \rho L) (f - p)_t = \sum_{j=0}^{t-1} \theta_j (-d) L^j \nu_{2t} \]

\[ (1 - \rho L) (f - p)_t = \sum_{i=0}^{\infty} \sum_{j=0}^{t-1} \rho^i L^i \theta_j (-d) L^j \nu_{2t} \]

\[ (f - p)_t = \sum_{i=0}^{\infty} \left( \sum_{l=0}^{i} \rho^{i-l} \theta_l (-d) \right) L^i \nu_{2t}. \]  \hspace{1cm} (45)

It follows that returns can be written as the following process

\[ r_t = \beta \sum_{i=0}^{\infty} \left( \sum_{l=0}^{i} \rho^{i-l} \theta_l (-d) \right) L^i \nu_{2t-1} + \nu_{1t}. \]  \hspace{1cm} (46)

From this we can derive the return decomposition \( \nu_{r,t+1} = \eta_{f,t+1} - \eta_{r,t+1} \).

\[ \nu_{r,t+1} = r_{t+1} - E_t r_{t+1} \]

\[ = \beta \sum_{i=0}^{\infty} \left( \sum_{l=0}^{i} \rho^{i-l} \theta_l (-d) \right) L^i \nu_{2t} + \nu_{1t+1} - \beta \sum_{i=0}^{\infty} \left( \sum_{l=0}^{i} \rho^{i-l} \theta_l (-d) \right) L^i \nu_{2t} \]

\[ = \nu_{1t+1}. \]  \hspace{1cm} (47)
For the innovations in the present value of future returns, we find that the triangular model implies

\[ \eta_{r,t+1} = \sum_{j=1}^{\infty} \varsigma^j \left( E_{t+1} - E_t \right) \nu_{t+1+j} \]

\[ = \sum_{j=1}^{\infty} \varsigma^j \left( \beta \sum_{i=j}^{\infty} \left( \sum_{l=0}^{i-1} \rho_l \theta_l (-d) \right) \nu_{2t+j-i} - \beta \sum_{i=j}^{\infty} \left( \sum_{l=0}^{i} \rho_l \theta_l (-d) \right) \nu_{2t+j-i} \right) \]

\[ = \sum_{j=1}^{\infty} \varsigma^j \beta \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \nu_{2t+1}. \]  

(48)

Hence, the variances of the elements of the unexpected return process are

\[ \text{Var}(\nu_{r,t+1}) = \sigma_1^2 \]  

and

\[ \text{Var}(\eta_{r,t+1}) = \beta^2 \left( \sum_{j=1}^{\infty} \varsigma^j \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \right)^2 \sigma_2^2, \]  

(50)

where \( \sigma_1^2 \) and \( \sigma_2^2 \) are the variance of \( \nu_t \) and \( \nu_{2t} \), respectively.

Using the equality \( \nu_{r,t+1} + \eta_{r,t+1} = \eta_{f,t+1} \) to back out the innovations to expected future discounted changes in cash flows, we find that

\[ \text{Var}(\eta_{f,t+1}) = \sigma_1^2 + \beta^2 \left( \sum_{j=1}^{\infty} \varsigma^j \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \right)^2 \sigma_2^2 + 2 \beta \sum_{j=1}^{\infty} \varsigma^j \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \sigma_{1,2}, \]  

(51)

where \( \sigma_{1,2} \) is the covariance between \( \nu_t \) and \( \nu_{2t} \). The covariance between the elements of the return decompositions is given by

\[ \text{Cov}(\eta_{r,t+1}, \eta_{f,t+1}) = \beta^2 \left( \sum_{j=1}^{\infty} \varsigma^j \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \right)^2 \sigma_2^2 + \beta \sum_{j=1}^{\infty} \varsigma^j \left( \sum_{l=0}^{j-1} \rho_l \theta_l (-d) \right) \sigma_{1,2}. \]  

(52)

For the term structure of risk, we compute the conditional variance of future returns.
as

\[
\text{Var}_t \left( \sum_{j=1}^k r_{t+j} \right) = \mathbb{E} \left( \sum_{j=1}^k r_{t+j} - \mathbb{E}_t(r_{t+j}) \right)^2 \\
= \mathbb{E} \left( \sum_{j=1}^k \nu_{t+j} + \sum_{j=2}^k \left[ \beta \sum_{i=0}^{j-2} \left( \sum_{l=0}^i \rho^{i-l} \theta_l (-d) \right) \nu_{2t+j-1-i} \right] \right)^2 \\
= k\sigma_1^2 + \sum_{j=2}^k \left[ \beta \sum_{i=0}^{j-2} \left( \sum_{l=0}^i \rho^{i-l} \theta_l (-d) \right) \sigma_2^2 \right]^2 \\
+ 2\sum_{j=2}^k \beta \sum_{i=0}^{j-2} \left( \sum_{l=0}^i \rho^{i-l} \theta_l (-d) \right) \sigma_{1,2}. 
\]

(53)

The term structure is computed as \( \sqrt{\frac{1}{k} \text{Var}_t \left( \sum_{j=1}^k r_{t+j} \right)} \).
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