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Abstract

The literature on spurious regressions has found that the \( t \)-statistic for testing the null of no relationship between two independent variables diverges asymptotically under a wide variety of nonstationary data generating processes for the dependent and explanatory variables. This paper introduces a simple method which guarantees convergence of this \( t \)-statistic to a pivotal limit distribution, when there are drifts in the integrated processes generating the data, thus allowing asymptotic inference. We show that this method can be used to distinguish a genuine relationship from a spurious one among integrated \((I(1) \text{ and } I(2))\) processes. Simulation experiments show that the test has good size and power properties in small samples. We apply the proposed procedure to several pairs of apparently independent integrated variables (including the marriages and mortality data of Yule, 1926), and find that our procedure, in contrast to standard ordinary least squares regression, does not find (spurious) significant relationships between the variables.

Keywords: Spurious regression, integrated process, detrending, asymptotic theory, Cointegration, Monte Carlo experiments.
JEL Classification: C12, C15, C22, C46.

*The opinions in this paper correspond to the authors and do not necessarily reflect the point of view of Banco de México.
†With thanks to Carlos Capistrán, Daniel Chiquiar, Russell Davidson, Adrian de la Garza, Soren Johansen, Carlos Lever, Ignacio Lobato, and seminar participants at Banco de México, for very helpful comments on an early version of the paper. This paper was written while one of the authors was visiting the Center for Econometric Analysis of Time Series (CREATES) at Aarhus University, Denmark. He thanks Niels Haldrup and the team of CREATEs for their hospitality.
‡Dirección General de Investigación Económica, Banco de México and Departamento de Economía y Finanzas, Universidad de Guanajuato, México
§Corresponding author. Departamento de Economía y Finanzas, Universidad de Guanajuato, México. e-mail: daniel@ventosa-santaularia.com
1 Introduction

For many years, the statistics and econometrics literature has studied the phenomenon of spurious relationships among independent variables under a wide variety of data generating processes \((DGPs)\). One early reference is that of Yule (1926), which finds a correlation above 95% between the proportion of Church of England marriages to all marriages and the mortality rate, for the years 1866-1911. More recently, using computer simulation methods, Granger and Newbold (1974) found a significant \(t\)-ratio for the slope parameter in a simple linear regression model, assuming independent driftless random walks for the dependent and explanatory variables. Later on, the asymptotic theory developed by Phillips (1986) provided a theoretical explanation of the results in the experimental study of Granger and Newbold (1974): the \(t\)-ratio does not possess a limiting distribution, it rather diverges to infinity as the sample size grows, implying that, asymptotically, the \(t\)-ratio would always reject the (true) null of no relationship. The rate at which the statistic diverges is \(T^{1/2}\), according to Phillips (1986).\(^1\) When allowing for drifts in the random walk representation for the dependent and explanatory variables in a linear regression model, Entorf (1997) shows that divergence occurs at (a faster) rate \(T\). In a recent paper, Noriega and Ventosa-Santaulària (2007) show that the phenomenon of spurious regression is pervasive under a wide range of combinations of \(DGPs\) for both the dependent and explanatory variables.\(^2\)

In search for a convergent \(t\)-statistic in spurious regressions, Sun (2004) recognizes that the “divergence of the usual \(t\)-statistic seems to be a defining characteristic of a spurious regression” (p. 943). He shows that such divergence arises from an underestimated standard error of the ordinary least square (OLS) estimator, and proposes an alternative estimator, based on the HAC standard error estimator with a bandwidth proportional to the sample size. In this set-up, the resulting \(t\)-statistic no longer diverges. Sun (2004) finds, however, that the (convergent) limiting distribution of the \(t\)-statistic depends on nuisance parameters; in particular, on the memory parameters of the underlying fractional processes he assumes for the dependent and explanatory variables. He argues that, although of theoretical interest, these results have little practical importance, given that parameters in the \(DGP\) are generally unknown, and therefore, inference is not feasible.

In this paper, we take a different route. We propose to filter out nuisance parameters via OLS linear detrending on each variable. Residuals from these regressions are then used to verify the

\(^1\)In a subsequent paper, the representation theory developed by Phillips (1998) shows that a trending stochastic (deterministic) process can be represented as an infinite linear combination of trending deterministic (stochastic) functions with random coefficients. In such an asymptotic environment, the regression \(t\)-ratios of the fitted coefficients diverge at rate \(T^{1/2}\).

significance of the relationship through a rescaled version of the standard \( t \)-statistic. An analogous approach can be found in the seminal paper by Granger and Newbold (1974), who argue, in the context of estimating equations in econometrics, that “One method we are currently considering is to build single series models for each variable, using the methods of Box and Jenkins (1970) for example, and then searching for relationships between series by relating the residuals from these single models.” (pp. 117-118). They further argue that in building regression models, the quantity to be explained is not the variation in the original series, but the variation in the residual part.

Using asymptotic theory, we show that, when both dependent and explanatory variables follow an integrated process, the proposed \( t \)-statistic will not depend on nuisance parameters and will not diverge, except for the case when the dependent and explanatory variables are not independent, effectively eliminating the spurious regression problem. We also compute both finite sample and asymptotic critical values, which can be used to distinguish a genuine relationship from a spurious one. Simulation experiments reveal that this procedure works well in finite samples.

Next section briefly introduces the types of DGP\(s\) analysed in the paper, which are widely used in empirical work in econometrics. Section 3 shows how standard inference might be complicated by the presence of nuisance parameters, even for (appropriately rescaled) convergent \( t \)-statistics. In order to overcome this problem, the approach outlined above to testing for a statistical relationship in a simple regression model is introduced in Section 4, which results in both convergent and pivotal limit distributions of the \( t \)-statistic, thus allowing asymptotic inference. Section 5 presents Monte Carlo experiments which report size and power properties of the proposed testing procedure. Section 6 presents several empirical applications of our procedure. We find that, for instance, the high statistical correlation between marriages and mortality found by Yule (1926) is indeed spurious, once our filtering procedure is applied. Last section concludes.

\section{Trending mechanisms in the DGP}

We consider the following regression model, estimated by OLS:

\[
y_t = \hat{\alpha} + \hat{\delta}x_t + \hat{\eta}_t, \tag{1}
\]

used as a vehicle for testing the null hypothesis \( H_0 : \delta = 0 \). Note that the nature of the trending mechanism in the dependent and explanatory variables is unknown a priory. The following assumption summarizes the DGP\(s\) considered below for both the dependent and the explanatory variables in model (1). The DGP\(s\) in Table 1 include stochastic trending mechanisms, which are widely used in applied work in economics, to model variables such as nominal and real output, consumption, money, prices, among others.
Table 1

ASSUMPTION. The DGP s for \( z = y, x \) are as follows.

<table>
<thead>
<tr>
<th>DGP Name</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I(1)</td>
<td>( \Delta z_t = u_{zt} )</td>
</tr>
<tr>
<td>2. I(1)+drift</td>
<td>( \Delta z_t = \mu_z + u_{zt} )</td>
</tr>
<tr>
<td>3. I(2)</td>
<td>( \Delta^2 z_t = u_{zt} )</td>
</tr>
<tr>
<td>4. CI(1,1)</td>
<td>( y_t = \alpha_1 + \beta_1 x_t + u_{yt} )</td>
</tr>
<tr>
<td>5. CI(2,1)</td>
<td>( y_t = \alpha_2 + \beta_2 x_t + \xi_{yt} )</td>
</tr>
<tr>
<td>6. Corr(1)</td>
<td>( y_t = \alpha_3 + \beta_3 x_t + \xi_{yt} )</td>
</tr>
</tbody>
</table>

In Table 1, \( u_{yt} \) and \( u_{xt} \) are independent innovations obeying Assumption 1 in Phillips (1986), and \( \xi_{yt} = \sum_{i=1}^{t} u_{yi} \), that is \( \xi_{yt} \) follows an I(1) process. DGP 1 is a driftless random walk, while DGP 2 is a random walk with drift, \( \mu_z \). DGP 3 represents an integrated process with double unit roots, that is, one that has to be differenced twice to make it stationary. Under DGP 4, \( x_t \) is assumed to follow DGPs 1 or 2 and, if \( \beta_1 \neq 0 \), then \( y_t \) and \( x_t \) are cointegrated CI(1, 1), following the notation in Engle and Granger (1987). In this case, even though both variables are I(1), the linear combination produces stationary errors. Under DGP 5 it is assumed that \( x_t \) follows an I(2) process and, if \( \beta_2 \neq 0 \), then \( y_t \) and \( x_t \) are cointegrated CI(2, 1). Here a linear combination of I(2) processes reduces the order of integration to I(1). Finally, DGP 6 corresponds to the case of \( x_t \sim I(1) \) with drift, correlated with \( y_t \) (assuming \( \beta_3 \neq 0 \)), but not cointegrated, since \( \xi_{yt} \sim I(1) \). We call this case Corr(1), meaning that the I(1) variables are (only) correlated.

3 The divergent nature of the t-statistic

Assume that interest centers on testing the null hypothesis of no relationship between two random variables \( y \) and \( x \), i.e., \( H_0 : \delta = 0 \), using as a vehicle regression model (1). Rejection of the null when variables are independent is known as a spurious regression.

In a recent paper, Noriega and Ventosa-Santaulària (2007, NVS hereafter) showed that the t-statistic (\( \hat{t}_{\delta} \)) in a spurious regression does not possess an asymptotic distribution under a wide variety of Data Generating Processes, including trend-stationary processes, single and double unit root processes, broken-mean- and broken-trend-stationary processes, and combinations thereof. Instead, the t-statistic diverges to infinity as the sample size grows.\(^3\)

In order to obtain a convergent t-statistic, the latter should be rescaled by \( T^\kappa \). NVS find that \( \kappa \) is generally 1/2, but in some cases \( \kappa = 1 \), or \( \kappa = 3/2 \), depending on the trending behaviour of the

---

\(^3\)These results were obtained by NVS from the calculation of the order in probability of the t-statistic for all combinations of DGPs considered.
dependent and explanatory variables.

Theorem 1 presents the asymptotic behaviour of the $t$-statistic $t_z$ from (1) for four combinations of DGP in the Assumption: 1) a driftless random walk on a driftless random walk (called $t^1_δ$), 2) a random walk with drift on a random walk with drift ($t^2_δ$), 3) a double unit root process on a double unit root process ($t^3_δ$), and 4) a double unit root process on a double unit root process under cointegration [CI(2,1)] ($t^4_δ$).\footnote{Results for the case CI(1,1) are well known (Stock, 1987) and therefore are not reported here.} In the Theorem, convergence in distribution and in probability are denoted as $\overset{D}{\rightarrow}$ and $\overset{p}{\rightarrow}$, respectively, and $W_z$ is a standard Wiener process, i.e., $W_z(r)$ is normally distributed for every $r$ in $[0,1]$; that is $W_z(r) \sim N(0,r)$. To simplify notation, all integrals are understood to be taken over the interval $[0,1]$, with respect to the Lebesgue measure, i.e., integrals such as $\int W_z, \int W_z^2, \int rW_z$, and $\int W_xW_y$ are short for $\int_0^1 W_z(r)dr, \int_0^1 W_z^2(r)dr, \int_0^1 rW_z(r)dr$, and $\int_0^1 W_xW_y(r)dr$, respectively. Also, $\overline{W}_z = \int_0^r W_z(s)ds$, for $s \in [0,1], s < r$.

The proof of Theorem 1 is provided in the Appendix.\footnote{Results in parts a), b), and c) of Theorem 1 confirm and extend results in Noriega and Ventosa-Santaulària (2007) (some of which had already been obtained in Phillips (1986), Park and Phillips (1989), Marmol (1995) and Entorf (1997)), as NVS only derived the order in probability of the $t$-statistic, and not the corresponding asymptotic distribution, as is done in Theorem 1.}

**THEOREM 1.** Consider testing the null hypothesis $H_0 : \delta = 0$ in regression model (1).

a) Denote by $\hat{\delta}^1$ and $t^1_δ$ the OLS estimate of $\delta$, and the $t$-statistic for testing $H_0$, respectively, when both $y$ and $x$ follow an I(1) process. Then as $T \rightarrow \infty$,

$$\hat{\delta}^1 \overset{D}{\rightarrow} (S_{xy} - S_xS_y) (S_{x2} - S_{x2})^{-1} \quad T^{-1/2}t^1_δ \overset{D}{\rightarrow} (S_{xy} - S_yS_x) (S_1)^{-1/2}$$

b) Denote by $\hat{\delta}^2$ and $t^2_δ$ the OLS estimate of $\delta$, and the $t$-statistic for testing $H_0$, respectively, when both $y$ and $x$ follow an I(1) plus drift process. Then as $T \rightarrow \infty$,

$$\hat{\delta}^2 \overset{p}{\rightarrow} \frac{\mu_y}{\mu_x} \quad T^{-1/2}t^2_δ \overset{D}{\rightarrow} \mu_x\mu_y (12S_2)^{-1/2}$$

c) Denote by $\hat{\delta}^3$ and $t^3_δ$ the OLS estimate of $\delta$, and the $t$-statistic for testing $H_0$, respectively, when both $y$ and $x$ follow an I(2) process. Then as $T \rightarrow \infty$,

$$\hat{\delta}^3 \overset{D}{\rightarrow} \frac{\sigma_x}{\sigma_x} S_{xy}S_{x2}^{-1} \quad T^{-1/2}t^3_δ \overset{D}{\rightarrow} S_2S_{x2}^{-1/2}$$

d) Denote by $\hat{\delta}^4$ and $t^4_δ$ the OLS estimate of $\delta$, and the $t$-statistic for testing $H_0$, respectively, when $y_t$ is generated by an I(2) process, and $y_t$ is generated by a CI(2,1) process, as in DGP 5. Then as $T \rightarrow \infty$,

$$\hat{\delta}^4 \overset{D}{\rightarrow} \beta_{y2}S_{x4} \left( \int \overline{W}_x \right)^{-2}$$
\[ T^{-1/2} t_\delta \xrightarrow{D} S_{1/2}^{1/2} \int W_x \left( \int W_x^2 \right)^{-1} \]

where \( S_z, S_{z2}, S_{xy}, St_z, \) and \( S_i \) for \( i = 1, 2, \ldots, 5 \), are functions of Wiener processes defined in Appendix A.3.

As can be seen in Theorem 1, the slope parameter does not converge to its true value of zero for the first three combinations of DGP's. To confirm the spurious nature of the relationship, note that the t-statistic diverges in all cases, thus indicating that the null hypothesis of no relationship will be rejected in large samples. The \( CI(2, 1) \) case of part d shows that the estimate does not converge to its true value, \( \beta_2 \), and its associated t-ratio diverges at rate \( T^{1/2} \). Furthermore, note that when variables follow DGP 2 (I(1) + drift), typically the leading case in macroeconomics, the normalized asymptotic distribution is not pivotal: it depends on the deterministic drift parameters. Hence, even after using an appropriate rescaling, inference is not possible in this case due to the presence of nuisance parameters.

4 A simple test for spurious regression

Results from last section make clear that for the case of a unit root process with drift, even knowing the scaling factor needed for the statistic to achieve a well-defined limit, the corresponding asymptotic distribution is not pivotal (not nuisance-parameter-free). We propose below a simple method which filters out the nuisance parameters, thus allowing asymptotic inference.

The procedure starts by linearly detrending each variable through the following OLS regression:

\[ z_t = c_z + b_z t + \epsilon_{zt}, \quad t = 1, 2, \ldots, T. \]  

for \( z = x, y \). Residuals are defined as:

\[ \hat{\epsilon}_{zt} = z_t - \hat{c}_z - \hat{b}_z t, \]

which are used to estimate the following equation

\[ \hat{\epsilon}_{yt} = c_f + \beta_f \hat{\epsilon}_{xt} + \nu_t. \]  

As can be seen, equation (3) uses generated variables: residuals obtained from a first round of estimation. Pagan (1984) shows that when regressors are residuals from another model, a two-step regression estimator will be consistent and efficient, and “valid inferences can be made with the
standard errors provided as output from a second stage regression” (p. 242). Additionally, as proven by Frisch and Waugh (1933), identical results for the estimation of $\beta_f$ and its $t$-statistic from (3) would be obtained if instead regression model (1) was used with an additional time trend term. 

The next theorem provides the asymptotic theory related to the OLS estimator $\hat{\beta}_f$, and a rescaled version of its associated $t$-statistic, $T^{-1/2}t_{\beta_f}$, which we call $\tau$, in equation (3). It also reports the asymptotic behavior of the $R^2$ statistic. Note from Theorem 2 that parts $a$ and $b$ ($c$ and $d$) refer to $I(1)$ ($I(2)$) processes. The proof is outlined in the Appendix.

**Theorem 2.** Consider testing the null hypothesis $H_0: \beta_f = 0$ in regression model (3). The asymptotic behaviour ($T \to \infty$) of the OLS estimator $\hat{\beta}_f$, its associated $T^{1/2}$-rescaled $t$-statistic, $\tau$, and the $R^2$ statistic is as follows:

- $a$) When $x_t$ is generated by an $I(1)$ or an $I(1) + drift$ process, and $y_t$ is generated by a $CI(1, 1)$ process, as in DGP 4:
  \[
  \hat{\beta}_f \overset{p}{\to} \beta_1 \\
  \tau = O_p(T^{1/2}) \\
  (1 - R^2) = O_p(T^{-1})
  \]

- $b$) When $x_t$ and $y_t$ are independent from each other and generated by $I(1)$ or $I(1) + drift$ processes:
  \[
  \hat{\beta}_f = O_p(1) \\
  \tau \overset{D}{\to} ND^{-1/2} \\
  (1 - R^2) = O_p(1)
  \]

- $c$) When $x_t$ is generated by an $I(2)$ process, and $y_t$ is generated by a $CI(2, 1)$ process, as in DGP 5:
  \[
  \hat{\beta}_f \overset{p}{\to} \beta_2 \\
  \tau = O_p(T) \\
  (1 - R^2) = O_p(T^{-1})
  \]

- $d$) When $x_t$ and $y_t$ are independent and generated by $I(2)$ processes:
  \[
  \hat{\beta}_f \overset{D}{\to} (\sigma_y/\sigma_x)Q_5Q_4^{-1} \\
  \tau \overset{D}{\to} Q_5Q_6^{-1/2} \\
  (1 - R^2) = O_p(1)
  \]

---

6Note however, that this result concerns estimators from regression models in which only the regressor is a generated variable.

7See also Lovell (2008) or Greene (1997, pp. 246-247).
e) When $x_t$ is generated by an $I(1) + drift$ process, and $y_t$ is generated a $Corr(1)$ process, as in DGP 6:

$$\beta_f \xrightarrow{D} Q_1 / \sigma_x Q_2$$
$$\tau \xrightarrow{D} Q_1 (-\sigma_y^2 Q_3)^{-1/2}$$
$$(1 - R^2) = O_p(1)$$

where $N$, $D$, and $Q_i$ for $i = 1, 2, \ldots, 6$ are functions of Wiener processes defined in Appendix A.4.

Theorem 2 provides useful results. First, the estimated slope parameter in the detrended regression model (3) converges to the cointegrating parameter of model 4 in the Assumption, $\beta_1$, when variables cointegrate, as shown in part $a$, implying that the cointegrating parameter will be consistently estimated from regression model (3). Furthermore, under cointegration, the rescaled $t$-statistic diverges, correctly indicating a long-run relationship, as shown also in part $a$. Second, as shown in part $b$, the rescaled $t$-statistic does not diverge for independent integrated processes, thus avoiding the (asymptotic) spurious regression problem. Furthermore, the $t$-statistic converges to a pivotal limiting distribution. Note that this holds true with or without a drift in the DGP. Similar conclusions can be reached for $I(2)$ processes, as shown in parts $c$ and $d$. Part $e$ indicates that when variables are correlated but not cointegrated, the test has no power, since $\tau$ does not diverge; instead, it converges to a non-pivotal distribution. Finally, note that the $R^2$ converges in probability to one, only when there is cointegration among the variables.

Summing up, the $t$-statistic will diverge only when there is a long-run cointegration relationship between the variables; otherwise it will not grow with the sample size.

Based on the preceding results, we propose a simple test which allows to distinguish a true linear relationship among two integrated random variables, from a spurious one. The test is based on $\tau$, the $T^{1/2}$-rescaled $t$-statistic of $\beta_f$ in regression model (3) for testing the null hypothesis $H_0 : \beta_f = 0$. Under the null, the filtered variables are asymptotically linearly independent. A true relationship occurs when the null is rejected.

For the case when the variables are independent and follow any combination of $I(1)$ and $I(1) + drift$ processes, the resulting formulae (Theorem 2, part $b$) show that the asymptotic distribution is pivotal, i.e. free of nuisance parameters. This implies that the above procedure allows inference by means of an appropriately rescaled pivotal statistic, whose distribution can be tabulated.

We simulated the limit expression for $\tau$ in Theorem 2 (parts $b$ and $d$) and generate asymptotic critical values, which we report in Table 2 in the row indicated by the symbol $\infty$.

---

8Nelson and Kang (1981) argue that the dynamics of econometric models estimated from inappropriately detrended integrated variables, may be an artifact of the trend removal procedure. Note that this phenomenon does not seem to affect the consistency with which the slope parameter is estimated, as shown in parts $a$ and $c$ of Theorem 2.

9The number of replications is 10,000 and the simulation of the Brownian motions follows Perron (1989, p. 375).
Table 2

CRITICAL VALUES FOR THE \( \tau \)-STATISTICS

<table>
<thead>
<tr>
<th>( T )</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>20%</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>±1.28</td>
<td>±0.92</td>
<td>±0.76</td>
<td>±0.57</td>
<td>±5.47</td>
<td>±3.49</td>
<td>±2.70</td>
<td>±1.92</td>
</tr>
<tr>
<td>50</td>
<td>±1.28</td>
<td>±0.92</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±5.95</td>
<td>±3.67</td>
<td>±2.82</td>
<td>±2.00</td>
</tr>
<tr>
<td>100</td>
<td>±1.28</td>
<td>±0.92</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±5.87</td>
<td>±3.73</td>
<td>±2.86</td>
<td>±2.01</td>
</tr>
<tr>
<td>200</td>
<td>±1.28</td>
<td>±0.92</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±5.90</td>
<td>±3.74</td>
<td>±2.85</td>
<td>±2.03</td>
</tr>
<tr>
<td>500</td>
<td>±1.28</td>
<td>±0.92</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±5.95</td>
<td>±3.74</td>
<td>±2.85</td>
<td>±2.03</td>
</tr>
<tr>
<td>1,000</td>
<td>±1.28</td>
<td>±0.93</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±6.04</td>
<td>±3.78</td>
<td>±2.90</td>
<td>±2.04</td>
</tr>
<tr>
<td>( \infty )</td>
<td>±1.29</td>
<td>±0.93</td>
<td>±0.76</td>
<td>±0.58</td>
<td>±6.04</td>
<td>±3.79</td>
<td>±2.92</td>
<td>±2.06</td>
</tr>
</tbody>
</table>

Table 2 also reports critical values based on simulated data for samples \( T = 25, 50, 100, 200, 500, 1000 \). The left part of Table 2 shows critical values for the (normalized) \( t \)-statistic, \( \tau \), for the case I(1)-I(1) (whether the variables have a drift or not), while the right part shows critical values for the case I(2)-I(2), also based on Theorem 2 (part \( d \)). It is worth noting the closeness of the asymptotic and finite sample critical values.

As a guide on the use of critical values in Table 2, assume that unit root tests (such as Dickey-Fuller, or Ng-Perron tests) have led the researcher to the conclusion that both \( y \) and \( x \) are I(1), with a sample size of \( T = 100 \). The use of \( \tau \), together with critical values provided in Table 2, allows to test for a relationship between these two integrated variables. A (low) value of the statistic which does not reject the null (lower than, say, 0.92, the critical value at the 5% level), will indicate that the variables are two independent random walks. On the other hand, a large value of the statistic (larger than 0.92) will be indicative of the variables being cointegrated.

Figure 1 plots the asymptotic distribution of \( \tau \) for the I(1)+drift case (left panel) and for the I(2) case (right panel) under the null hypothesis. Clearly, both of the distributions display a marked departure from normality.

4.1 Some extensions

We have also examined the case of spurious regression between two Trend-Stationary (\( TS \)) processes (see Kim, Lee and Newbold, 2004) as well as combinations among \( TS \) and I(\( d \)) processes, for \( d = 1, 2 \). Results indicate that \( \hat{t}_{\beta_f} \) converges to a standard normal distribution under the null hypothesis when innovations in the DGP for both dependent and explanatory variables are iid. However, when the innovations are autocorrelated, the limit distribution of \( \hat{t}_{\beta_f} \) under the null is

A Matlab code is available from the authors upon request.
not nuisance-parameter-free. These results, which are still preliminary and out of the scope of the present paper, will be reported elsewhere.

5 Finite Sample Properties

5.1 Size and power of the $\tau$ test

We computed rejection rates of the proposed $\tau$-statistics for testing the null hypothesis $H_0 : \beta_f = 0$ in equation (3), using critical values from Table 2 with a 5% nominal level. Rejection rates were computed on simulated data for samples of size $T = 50, 100, 200, 300$ and $500$, using the models in the Assumption, and 10,000 replications.

Table 3 shows rejection rates of the $\tau$ test for different combinations of parameter values, assuming $x_t$ and $y_t$ have been generated as independent $I(1)$ processes (Panel $a$), or as cointegrated processes (Panel $b$). In order to study the effect on size and power of autocorrelation in the processes’ disturbances $u_{zt}$, we allow $u_{zt} = \rho_z u_{z,t-1} + \eta_{zt}$, for $\rho_z = 0.0, 0.5$ with $z = y, x$, and $\eta \sim iid \mathcal{N}(0, 1)$.$^{10}$ As can be seen, size tends to be conservative across $T$ and parameter values (with the exception of $T = 50$ and $\rho_y = \rho_x = 0.5$, in which case size is 0.07). Turning to Panel $b$ in Table 3, we find that power is generally high, except for samples sizes smaller than $T = 200$ and small parameter values.

$^{10}$We assume $\sigma_y^2 = \sigma_x^2 = 1$ in all simulations.
Table 3
REJECTION RATES OF THE TEST STATISTICS $\tau$.

Panel (a)

| Relationship Parameters | Sample Size | 50  | 100  | 200  | 300  | 500
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_x$</td>
<td>$\mu_y$</td>
<td>$\beta_{\mu_1}$</td>
<td>$\rho_{\mu_1}$</td>
<td>$\rho_{\mu_1}$</td>
<td>$\rho_{\mu_1}$</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>0.30</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>0.50</td>
<td>1.25</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>1.50</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>0.30</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>0.50</td>
<td>1.25</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>1.50</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Panel (b)

| Relationship Parameters | Sample Size | 50  | 100  | 200  | 300  | 500
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_x$</td>
<td>$\alpha_y$</td>
<td>$\beta_{\alpha_1}$</td>
<td>$\rho_{\alpha_1}$</td>
<td>$\rho_{\alpha_1}$</td>
<td>$\rho_{\alpha_1}$</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>0.30</td>
<td>0.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.10</td>
</tr>
<tr>
<td>0.30</td>
<td>-</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.28</td>
<td>0.61</td>
</tr>
<tr>
<td>0.50</td>
<td>0.25</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.74</td>
<td>0.96</td>
</tr>
<tr>
<td>1.25</td>
<td>-</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>1.50</td>
<td>-</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Panel (a): $x_t$ and $y_t$ independently generated by DGP (2); panel (b): $x_t$ and $y_t$ generated by DGP (2), and (4), respectively ($x_t, y_t \sim CI(1, 1)$).

Table 4 shows size and power results under the assumption that variables are generated by an $I(2)$ process. Panel $a$ shows that the test has the correct size for all parameter values and sample sizes. Panel $b$ corresponds to the case when the variables cointegrate in such a way that a linear combination of the two $I(2)$ variables is $I(1)$, that is, variables are $CI(2, 1)$. As can be seen, power is generally very high.$^{11}$

Note that our proposed test is based on prior statistical inference used to determine whether there is a unit root or not in each variable. Since this pre-testing may induce size distortions, we applied a Bonferroni correction. Additional Monte Carlo experiments were carried out where the $\tau$ test depends on inference drawn from Dickey-Fuller tests applied to the individual series. Results

---

$^{11}$We also studied the power of the test assuming variables are $I(2)$ and $CI(2, 2)$, that is, a linear combination of two $I(2)$ variables is $I(0)$. Again, power is generally high.
Table 4
REJECTION RATES OF $\tau$.

Panel (a)

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Parameters</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{x\epsilon}^2$</td>
<td>$\sigma_{y\epsilon}^2$</td>
</tr>
<tr>
<td>Independent DGPs</td>
<td>0.50</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>Independent DGPs</td>
<td>1.50</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>Cointegrated</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
</tbody>
</table>

Panel (b)

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Parameters</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{x\epsilon}^2$</td>
<td>$\sigma_{y\epsilon}^2$</td>
</tr>
<tr>
<td>Independent DGPs</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50</td>
</tr>
</tbody>
</table>

Panel (a): $x_t$ and $y_t$ independently generated by DGP (3); panel (b): $x_t$ and $y_t$ generated by DGP (3), and (5), respectively ($x_t, y_t \sim CI(2, 1)$).

(not reported but available from the authors upon request) reveal that a Bonferroni correction does not seem to be necessary, as the size properties of the test are nearly identical to the ones reported in Tables 3 and 4.

5.2 Spurious regression and cointegration

We have shown that the proposed test has power for distinguishing among independent and cointegrated processes. In order to investigate this issue in more depth, we designed a Monte Carlo experiment, through which we compare the small sample performance of our $\tau$ statistic with that of standard cointegration tests, such as the residual based test of Engle and Granger (1987), and the Johansen (1988) test. For this experiment, we generated 10,000 samples of sizes $T = 50, 100, 200, 300$, and 500 of integrated processes (with drift) for $y_t$ and $x_t$, under two hypotheses:
the variables are independent of each other, and the variables cointegrate. We then calculate the proportion of times the null hypothesis \( H_0 : \beta_f = 0 \) in regression model (3) is rejected at the nominal size of 5%, out of 10,000 replications, under each hypothesis.

As can be seen from column 3 in Table 5, the \( \tau \) test does a very good job in discerning independent processes from cointegrated ones: under the hypothesis of independence, the rejection rate equals nominal size (5%), while power is nearly 80%, with a sample as small as fifty observations. In the Table, EG, Tr and Eig stand for the Engle-Granger (1987) test, the trace test of Johansen (1988), and the eigenvalue test of Johansen (1988), respectively. Note that the performance of the four tests is very similar for sample sizes above 100 observations. When innovations \( u_{zt} \) in the DGP are correlated, column 4 of Table 5 shows some size distortions (the rejection rate reaches 10% for \( T = 50 \)) and lower power (52%). Note, however, that these problems quickly disappear as the sample size grows.

<table>
<thead>
<tr>
<th>T</th>
<th>Case</th>
<th>( \tau )</th>
<th>( \tau^a )</th>
<th>EG</th>
<th>EG(^a)</th>
<th>Tr.</th>
<th>Tr(^a)</th>
<th>Eig.</th>
<th>Eig(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>I</td>
<td>0.05</td>
<td>0.10</td>
<td>0.05</td>
<td>0.02</td>
<td>0.07</td>
<td>0.09</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>0.78</td>
<td>0.52</td>
<td>1.00</td>
<td>0.33</td>
<td>0.99</td>
<td>0.28</td>
<td>0.99</td>
<td>0.26</td>
</tr>
<tr>
<td>100</td>
<td>I</td>
<td>0.05</td>
<td>0.09</td>
<td>0.05</td>
<td>0.02</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>0.98</td>
<td>0.77</td>
<td>1.00</td>
<td>0.89</td>
<td>1.00</td>
<td>0.77</td>
<td>1.00</td>
<td>0.78</td>
</tr>
<tr>
<td>200</td>
<td>I</td>
<td>0.05</td>
<td>0.07</td>
<td>0.05</td>
<td>0.02</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>0.99</td>
<td>0.96</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>300</td>
<td>I</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
<td>0.02</td>
<td>0.07</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>500</td>
<td>I</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>0.02</td>
<td>0.08</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

EG: Engle-Granger test; Tr/Eig: Johansen’s Trace and Eigenvalue tests; \(^a\) Innovations follow a stationary AR(1) process: \( u_{zt} = 0.75u_{zt-1} + \epsilon_{zt}; \epsilon_{zt} \sim \mathcal{N}(0, 1); \mu_x = 0.03, \mu_y = 0.04, \beta_y = 0.7 \) (for cointegrated relationships), and \( R = 1,000 \).

Hence, the \( \tau \) test could be used not only to distinguish a genuine relationship from a spurious one, but also to distinguish independent from cointegrated processes. There may be gains from using the \( \tau \) test as a cointegration test, given its relative simplicity: on the one hand, the Engle-Granger test must control for autocorrelation by means of augmentation terms; on the other, the Johansen test requires the specification of the initial VAR model, as well as decisions regarding the inclusion of deterministic components.

Overall, we believe that the practitioner could benefit from applying both tests, given their different nature: the EG procedure is based on the properties of the residuals whilst ours is based
on the parameter estimate. If both tests find evidence of a genuine relationship, the practitioner
should be more confident about the validity of such inference. On the contrary, if the results of the
tests are incompatible, then the practitioner could consider this as evidence of potential misleading
inference and should therefore revise the empirical exercise. The use of the $\tau$ statistic could be
therefore considered as a companion test in a cointegration analysis, capable of confirming the
inference drawn from other tests or to cast doubts about its validity.

To illustrate these arguments, we performed an additional Monte Carlo experiment. We generated
10,000 samples of two independent $I(1)$ processes of sizes reported in the first column on
Table 6, in order to study the joint behaviour of the $\tau$ test and the EG one. Because the processes
are generated independently of each other, we expect that the tests do not reject their null hypothe-
ses, namely, no relationship, and no cointegration, respectively. To verify this, we counted the
percentage of times this occurs, and present these percentages in column 2 of Table 6. At a nominal
level of 5%, and assuming the tests are independent, we should expect to get something close
to the following probability:

$$\Pr(\tau \text{ does not reject } H_0 \cap \text{EG does not reject } H_0 \mid H_0 \text{ is true}) = (1 - \alpha)^2 = (0.95)^2 = 0.9025$$

<table>
<thead>
<tr>
<th>T</th>
<th>Both accept</th>
<th>Only $\tau$ accepts</th>
<th>Only EG accepts</th>
<th>Both reject</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.9061</td>
<td>0.0478</td>
<td>0.0418</td>
<td>0.0043</td>
</tr>
<tr>
<td>100</td>
<td>0.9110</td>
<td>0.0446</td>
<td>0.0405</td>
<td>0.0039</td>
</tr>
<tr>
<td>150</td>
<td>0.9047</td>
<td>0.0420</td>
<td>0.0479</td>
<td>0.0054</td>
</tr>
<tr>
<td>200</td>
<td>0.9065</td>
<td>0.0446</td>
<td>0.0441</td>
<td>0.0048</td>
</tr>
<tr>
<td>300</td>
<td>0.9048</td>
<td>0.0419</td>
<td>0.0480</td>
<td>0.0053</td>
</tr>
<tr>
<td>500</td>
<td>0.9072</td>
<td>0.0438</td>
<td>0.0431</td>
<td>0.0059</td>
</tr>
<tr>
<td>1,000</td>
<td>0.9058</td>
<td>0.0424</td>
<td>0.0473</td>
<td>0.0045</td>
</tr>
</tbody>
</table>

Table 6

Type-I error rejection rates of the $\tau$ and EG tests.

Level of the tests: $\alpha = 0.05$. Innovations are $\sim iidN(0,1)$; $\mu_x = 0.03$, $\mu_y = 0.04$, and $R = 10,000$.

As can be seen from the values reported in column 2 in Table 6, it seems the tests are indeed
independent. Columns 3 and 4 in Table 6 report estimates of the following probability:

$$\Pr(\text{one test does not reject } H_0 \cap \text{the other one does reject } H_0 \mid H_0 \text{ is true}) = (1 - \alpha)\alpha$$

$$= (0.95)0.05$$

$$= 0.0475$$
From the reported values, we can conclude that at least one of the tests does not reject the (true) null is around 95% (calculated as the sum of columns 2 and 3, or 2 and 4). Finally, column 5 estimates the following probability:

$$\Pr(\tau \text{ rejects } H_0 \cap \text{ EG rejects } H_0 \mid H_0 \text{ is true}) = \alpha^2 = 0.0025$$

which means that it is very unlikely that both tests get the wrong outcome of rejecting the true null.

Turning to power issues, we present Monte Carlo experiments that allow the presence of autocorrelation in the innovations: in Table 7 innovations follow an AR(1) process with autoregressive parameter equal to 0.75. In this case, the EG test must include one lag of the dependent variable as an additional regressor in the auxiliary regression. We included such a lag in the EG test and compare the rejection rates of the joint application of the \(\tau\) test and the EG one. From Table 7, which is constructed under the alternative hypothesis of cointegration, when the practitioner runs both tests with a sample of size \(T = 100\), there is a 93% chance of rejecting the null with at least one of the tests \((0.613 + 0.148 + 0.167)\), which is better than 76% \((0.613 + 0.148)\), or 78% \((0.613 + 0.167)\), the chances of rejecting the null using only the \(\tau\) statistic, or the EG test. It appears that, for relatively small samples (below 100 observations), the application of both tests ensures higher power. Hence, there seems to be potential benefits in the use of both tests instead of only one.

<table>
<thead>
<tr>
<th>T</th>
<th>Both reject</th>
<th>Only (\tau) rejects</th>
<th>Only EG rejects</th>
<th>Both accept</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.1662</td>
<td>0.3593</td>
<td>0.0977</td>
<td>0.3768</td>
</tr>
<tr>
<td>100</td>
<td>0.6131</td>
<td>0.1480</td>
<td>0.1665</td>
<td>0.0724</td>
</tr>
<tr>
<td>150</td>
<td>0.8911</td>
<td>0.0116</td>
<td>0.0951</td>
<td>0.0022</td>
</tr>
<tr>
<td>200</td>
<td>0.9627</td>
<td>0.0001</td>
<td>0.0372</td>
<td>0.0000</td>
</tr>
<tr>
<td>300</td>
<td>0.9952</td>
<td>0.0000</td>
<td>0.0048</td>
<td>0.0000</td>
</tr>
<tr>
<td>500</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1,000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Level of the tests: \(\alpha = 0.05\). Innovations are \(\sim AR(1)\) with \(\rho = 0.75\); \(\mu_x = 0.03\), \(\mu_y = 0.04\), \(\beta_y = 0.7\) (for cointegrated relationship), and \(R = 10,000\).

6 Empirical illustrations

In a frequently cited but insufficiently read paper (as Granger (2001), p.557 argues), Yule (1926) first discussed the nonsense correlations that can be found “between quantities varying with the
time, to which we cannot attach any physical significance whatever…” (p. 2). He illustrated this using annual data for the years 1866-1911 on the proportion of Church of England marriages to all marriages (per 1,000 persons) and the mortality rate (per 1,000 persons) in England and Wales.

Yule (1926) found a correlation coefficient between these two variables of 0.9512, and argued that even though it could be possible that the spread of scientific thinking and the progress of science might be behind the fall in marriages and mortality, respectively, and hence a common factor influences both series, it is nevertheless clear that “the correlation is simply sheer nonsense; that it has no meaning whatever; that it is absurd to suppose that the two variables in question are in any sort of way, however indirect, causally related to one another” (p.2).

The purpose of this section is twofold. First, we use real data to illustrate the possibility of finding spurious statistical relationships between variables which, on a priori grounds, should bear no relationship to each other. The variables we study are the following:

1. Annual data (1866-1911) on the proportion of Church of England marriages to all marriages (per 1,000 persons) in England and Wales (marriages, henceforth).¹²

2. Annual data (1866-1911) on the mortality rate (per 1,000 persons) in England and Wales (mortality, henceforth).¹³


Second, after showing that the usual OLS regression techniques indicate the presence of linear (spurious) relationships between combinations of the variables, we show that, once our proposed

---


¹³Data for the mortality rate series come from Mitchell (1988).


procedure is implemented, the statistical relationship vanishes, leading to what we believe should be, on a priori grounds, correct inference.

We start our empirical investigation by uncovering the order of integration of the variables. As a first step, we follow Dickey and Pantula (1987), who observed empirically that the probability of rejecting the null hypothesis of one unit root (denoted \( H_1 \)) against the alternative of stationarity (\( H_0 \)) increases with the number of unit roots present. In order to overcome this possibility, we use the methodology suggested by Pantula (1989), which consists of an asymptotically consistent sequential procedure for testing the null hypothesis \( H_r : \) exactly \( r \) unit roots, against the alternative \( H_{r-1} : \) exactly \( (r - 1) \) unit roots, with \( r = m, ..., d + 1, d \), where \( m \) is an assumed maximum number of unit roots present in the data, and \( d \) the true number of unit roots present in the data. Pantula suggests that the hypotheses must be tested sequentially in the order \( H_m, H_{m-1}, ..., H_d \).

We assume that it is known a priori that the maximum possible number of unit roots present in the data is 2. Based on Pantula’s results, we perform unit root tests downwards, starting with a test of the null hypothesis \( H_2 : \) exactly two unit roots (or a unit root in the first differences of the data). If the null \( H_2 \) is rejected, then we test the null \( H_1 : \) one unit root, against the alternative of stationarity, otherwise, we infer there are two unit roots in the series.

This procedure is implemented by using seven tests: the Augmented Dickey-Fuller unit root test (see Said and Dickey (1984)), the KPSS stationarity test\(^{18} \) (see Kwiatkowski, et.al (1992)), the ERS point optimal unit root test (see Elliott, et.al. (1996)) and the four unit root tests with good size and power properties of Ng-Perron (see Ng and Perron (2001)). Table 8 summarizes the time series properties of the variables.

As can be deducted from this Table, most variables seem to follow a unit root process, with the exceptions of murders, which seems to be an \( I(2) \) process, and marriages which is described as \( I(1) \) by some tests, or \( I(2) \) by others. Inference from the various tests is summarized in Table 9.

Using several combinations of these integrated series, we examine regression results under two approaches: simple linear ordinary least squares on (1), and the procedure proposed in section 4, which uses \( \tau = T^{-1/2} t_{\beta_1} \) from OLS estimation of equation (3) as the test statistic. Table 10 collects the results.

\(^{18}\)In the case of the KPSS stationarity test, we start by testing the null \( H_1 \) against \( H_2 \), that is, the null of stationarity in the first differences of the data, against the alternative of two unit roots. If the null \( H_1 \) is rejected, then we stop and conclude that the series has two unit roots. If the null is not rejected, we proceed to test the null of stationarity, \( H_0 \), against the alternative of a unit root, \( H_1 \).
Table 8
RESULTS OF THE UNIT ROOT TESTS

<table>
<thead>
<tr>
<th>Series</th>
<th>ADF</th>
<th>KPSS†</th>
<th>ERS†</th>
<th>MZa</th>
<th>MZt</th>
<th>MSB</th>
<th>MPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆marriage</td>
<td>-2.03</td>
<td>0.83***</td>
<td>3.61*</td>
<td>-5.68</td>
<td>-1.67*</td>
<td>0.29</td>
<td>4.36*</td>
</tr>
<tr>
<td>marriage</td>
<td>——</td>
<td>——</td>
<td>15.10</td>
<td>——</td>
<td>-1.60</td>
<td>——</td>
<td>16.11</td>
</tr>
<tr>
<td>∆mortality</td>
<td>-9.48***</td>
<td>0.02</td>
<td>3.30*</td>
<td>-14.91***</td>
<td>-2.61***</td>
<td>0.17**</td>
<td>2.11**</td>
</tr>
<tr>
<td>mortality</td>
<td>-1.19</td>
<td>0.43***</td>
<td>12.02</td>
<td>-7.49</td>
<td>-1.93</td>
<td>0.26</td>
<td>12.16</td>
</tr>
<tr>
<td>∆cars</td>
<td>-19.41***</td>
<td>0.013</td>
<td>0.48***</td>
<td>-122.74***</td>
<td>-7.80***</td>
<td>0.06***</td>
<td>0.25***</td>
</tr>
<tr>
<td>cars</td>
<td>-1.40</td>
<td>75.90***</td>
<td>319.00</td>
<td>-0.15</td>
<td>-0.20</td>
<td>1.35</td>
<td>338.37</td>
</tr>
<tr>
<td>∆murders</td>
<td>-0.81</td>
<td>147.42***</td>
<td>38.05</td>
<td>-1.07</td>
<td>-0.72</td>
<td>0.68</td>
<td>22.69</td>
</tr>
<tr>
<td>murders</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td>∆lnfbrasil</td>
<td>-12.92***</td>
<td>0.048</td>
<td>0.28***</td>
<td>-149.93***</td>
<td>-8.66***</td>
<td>0.06***</td>
<td>0.16***</td>
</tr>
<tr>
<td>lnfbrasil</td>
<td>-2.48</td>
<td>11.86***</td>
<td>7.68</td>
<td>-11.93</td>
<td>-2.42</td>
<td>0.20</td>
<td>7.75</td>
</tr>
<tr>
<td>∆BCbanks</td>
<td>-19.12***</td>
<td>0.01</td>
<td>0.342***</td>
<td>-122.39***</td>
<td>-7.81***</td>
<td>0.06***</td>
<td>0.22***</td>
</tr>
<tr>
<td>BCbanks</td>
<td>0.22</td>
<td>119.45***</td>
<td>132.67</td>
<td>-1.77</td>
<td>-0.93</td>
<td>0.53</td>
<td>50.86</td>
</tr>
</tbody>
</table>

***, ** and * denote significance at the 1%, 5% and 10% levels, respectively.

† The statistics reported are those which estimate the residual spectrum at frequency zero by OLS (using OLS-detrended methods does not change the results).

We let the maximum value of lag length at $k_{max} = int(12(T/100)^{1/4})$, see Ng and Perron (2001). The lag length is selected by MBIC, MAIC and MHQ; except in the Ng-Perron test where the lag is selected like in Perron and Qu (2007).
Table 9
ORDER OF INTEGRATION FROM UNIT ROOT TESTS.

<table>
<thead>
<tr>
<th>Series</th>
<th>ADF</th>
<th>KPSS</th>
<th>ERS</th>
<th>Ng-Perron</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MZa</td>
<td>MZt</td>
<td>MSB</td>
<td>MPT</td>
</tr>
<tr>
<td>marriage</td>
<td>I(2)</td>
<td>I(2)</td>
<td>I(1)</td>
<td>I(2)</td>
</tr>
<tr>
<td>mortality</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
</tr>
<tr>
<td>cars</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
</tr>
<tr>
<td>murders</td>
<td>I(2)</td>
<td>I(2)</td>
<td>I(2)</td>
<td>I(2)</td>
</tr>
<tr>
<td>Infbrazil</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
</tr>
<tr>
<td>BCbanks</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
</tr>
</tbody>
</table>

Table 10

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td>$x_t$</td>
<td>$t_{\hat{\delta}}$</td>
<td>$\tau$</td>
<td></td>
</tr>
<tr>
<td>mortality</td>
<td>marriages</td>
<td>23.542***</td>
<td>0.477</td>
<td></td>
</tr>
<tr>
<td>cars</td>
<td>Infbrazil</td>
<td>-6.390***</td>
<td>-0.062</td>
<td></td>
</tr>
<tr>
<td>cars</td>
<td>BCbanks</td>
<td>10.108***</td>
<td>-0.006</td>
<td></td>
</tr>
<tr>
<td>Infbrazil</td>
<td>BCbanks</td>
<td>-11.258***</td>
<td>-0.118</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mortality</td>
<td>$\Delta$marriages</td>
<td>0.688</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>cars</td>
<td>$\Delta$murders</td>
<td>2.047**</td>
<td>-0.068</td>
<td></td>
</tr>
<tr>
<td>Infbrazil</td>
<td>$\Delta$murders</td>
<td>-0.393</td>
<td>0.258</td>
<td></td>
</tr>
<tr>
<td>BCbanks</td>
<td>$\Delta$murders</td>
<td>4.424***</td>
<td>0.063</td>
<td></td>
</tr>
</tbody>
</table>

***, ** and * denote significance at the 1%, 5% and 10% levels, respectively.

Results from Table 10 indicate that, in almost all cases, simple OLS regression among apparently independent variables will result in rejection of the null of no relationship, leading one to conclude in favour of spurious relationships. The case of mortality on $\Delta$marriages suggests that marriages is indeed $I(1)$, not $I(2)$. If this was the case, the application of the difference operator would eliminate the stochastic trend in this variable, i.e. $\Delta$marriages $\sim I(0)$. As shown in Noriega and Ventosa-Santaulària (2007), the $t$-statistic does not diverge when one of the variables is trendless. Hence, in this case we conclude that standard inference through $t_{\hat{\delta}}$ in regression model (1) for these variables would indicate a spurious rejection of the null.

The last column of Table 10 shows that the proposed procedure indicates, as one would expect, that the variables are not statistically related, since the $\tau$ statistic is not significant at conventional levels, using critical values from the left panel of Table 2.
7 Conclusions

This paper has proposed a simple procedure to overcome the spurious regression problem in a simple linear regression model when the variables are integrated processes. We study two cases, one in which both dependent and explanatory variables are integrated processes of order one (with and without drift), the leading case in many empirical studies in macroeconomics, and one in which the variables are integrated of order two.

In the context of a simple linear regression model, it is well known that, when both dependent and explanatory variables follow an $I(1)$ plus drift process, the $t$-statistic of the slope parameter diverges, while the corresponding rescaled statistic converges to a well defined distribution, expressed in terms of Wiener processes, but dependent on nuisance parameters (the drift parameters). We introduce a simple approach based on linear filtering of the data, which results in a $t$-statistic with a well defined asymptotic distribution free of nuisance parameters. We tabulated both the asymptotic distribution of this statistic and its finite sample counterpart, and report critical values for various samples sizes and significance levels.

The asymptotic theory behind our proposed procedure implies that, when variables cointegrate, the test will reject the null of no correlation. On the other hand, when variables are independent, then the test will not reject asymptotically. A small Monte Carlo experiment reveals that our proposed test statistic does a very good job in discerning independent from cointegrated variables and could be therefore considered as a “companion test” in a cointegration analysis.

Finally, we applied the proposed procedure to the famous Yule (1926) data set on marriages and mortality rates, and found that under our method we no longer find a (spurious) significant relationship between these two variables. Some additional empirical exercises confirm that our procedure seems to work in practice.
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APPENDIX A.1

Equation (1) can be written in matrix form \( y = X\beta + \varepsilon \), with \( y \) a \( T \times 1 \) vector of \( y_t \) data, \( X \) a \( T \times 2 \) matrix comprising a constant term and data on \( x_t \), and \( \varepsilon \) a \( T \times 1 \) vector of zero mean disturbances. The vector of OLS estimators is defined as:

\[
\hat{\beta} = \begin{bmatrix} \hat{\alpha} \\ \hat{\delta} \end{bmatrix} = (X'X)^{-1}X'y,
\]

where (all sums run from \( t = 1 \) to \( T \)) \( X'X = \begin{bmatrix} T & \Sigma x_t \\ \Sigma x_t & \Sigma x_t^2 \end{bmatrix} \), and \( X'y = \begin{bmatrix} \Sigma y_t \\ \Sigma x_t y_t \end{bmatrix} \). The \( t \)-statistic is defined by

\[
t_\hat{\delta} = \hat{\delta} \left[ \hat{\sigma}_\varepsilon^2 (X'X)_{22}^{-1} \right]^{-1/2},
\]

where \( \hat{\sigma}_\varepsilon^2 \) is the estimated regression variance,

\[
\hat{\sigma}_\varepsilon^2 = \frac{\Sigma (y_t - \hat{\alpha} - \hat{\delta}x_t)^2}{T}
\]

and \( (X'X)_{22}^{-1} \) denotes the 2\textsuperscript{nd} diagonal element of \( (X'X)^{-1} \). With the aid of a Mathematica 7.0 code, for each combination of DGPs in the Assumption for \( y \) and \( x \), we compute the order of magnitude of \( \hat{\delta}, \hat{\sigma}_\varepsilon^2, \) and \( (X'X)_{22}^{-1} \), and therefore we derive the order of magnitude of \( t_\hat{\delta} \). The code also allows us to derive the expression for the asymptotic distribution of \( t_\hat{\delta} \). This code is available at www.ventosa-santaularia.com/NVS_SpRegTest1.zip

APPENDIX A.2

As in Appendix A.1, Equation (2) can be written in matrix form \( z = X\beta + \varepsilon \), with \( z \) a \( T \times 1 \) vector of data \( (z_t = y_t, x_t) \), \( X \) a \( T \times 2 \) matrix comprising a constant term and a linear trend \( t \), and \( \varepsilon \) a \( T \times 1 \) vector of zero mean disturbances. The vector of OLS estimators is defined as:

\[
\hat{\beta} = \begin{bmatrix} \hat{\alpha} \\ \hat{\delta} \\ \hat{\gamma} \end{bmatrix} = (X'X)^{-1}X'z,
\]

where \( X'X = \begin{bmatrix} T & \Sigma t \\ \Sigma t & \Sigma t^2 \end{bmatrix} \), and \( X'z = \begin{bmatrix} \Sigma z_t \\ \Sigma z_t t \end{bmatrix} \). With the aid of a Mathematica 7.0 code (available at www.ventosa-santaularia.com/NVS_SpRegTest2.zip), we are able to compute analytic expressions for \( \hat{\beta} \). The resulting residuals, \( \hat{\varepsilon}_y \) and \( \hat{\varepsilon}_x \) are then used to estimate by OLS regression.
model (3):
\[
\hat{\beta}_f = \Sigma \hat{\varepsilon}_{yt} \hat{\varepsilon}_{xt} (\Sigma \hat{\varepsilon}^2_{xt})^{-1}
\]

Note that in this case \( \Sigma \hat{\varepsilon}_{xt} = \hat{\gamma}_f = 0 \), by construction. The Mathematica 7.0 code does the rest, deriving a limiting expression for \( \hat{\beta}_f \) (and also a limiting expression for \( t_{\hat{\beta}_f} \)). The behaviour of the \( R^2 \) is obtained by studying the asymptotics of the residual sum of squares and the total sum of squares from \( R^2 = 1 - \frac{RSS}{TSS} \), where \( RSS = \sum \hat{\varepsilon}_i^2 = T \hat{\sigma}^2_y \) and \( TSS = \sum \hat{\varepsilon}_t^2 = T \hat{\sigma}^2_y \), both of which can also be obtained from the Mathematica 7.0 code.

**APPENDIX A.3**

The definitions for the expressions used in Theorem 1 are as follows. For \( z = x, y \):
\[
S_z = \sigma_z \int W_z, \quad S_{z2} = \sigma_z^2 \int W_z^2, \quad S_{xy} = \sigma_x \sigma_y \int W_x W_y, \quad S_{tz} = \sigma_z \int rW_z, \quad \text{and}
\]
\[
S_1 = S_{x2}S_{y2} - S_{xy}S_y^2, \quad S_{x2}S_{xy} - S_{x}^2 S_{xy} - S_y S_y^2
\]
\[
S_2 = (\mu_2)^{-1} [\mu_y^2 A_x + \mu_x^2 A_y + 2\mu_x \mu_y (12St_x St_y - 6St_y S_x - 6St_x S_y + 4S_x S_y - 6S_{xy})]
\]
\[
S_3 = \int W_{zt} \int W_{yt} - \int W_{zt} W_{yt}^2, \quad S_4 = (\int W_{zt})^2 - \int W_{zt}^2
\]
\[
S_5 = 2 \int W_{zt} \int W_{yt} \int W_{zt} W_{yt} - (\int W_{zt} W_{yt})^2 - \int W_{zt}^2 (\int W_{yt})^2 - (\int W_{zt})^2 \int W_{yt}^2 + \int W_{zt}^2 \int W_{yt}^2
\]
with \( A_z = S_{z2} - 4(3S_{t2} - 3St_z S_z + S_z^2) \), and \( \sigma_z^2 = \lim_{T \to \infty} (T^{-1} \sum_{t=1}^{T} u_{zt}^2) \).

**APPENDIX A.4**

The definitions for the expressions used in Theorem 2 are as follows.
\[
N = 6 \int rW_x (\int W_y - 2 \int rW_y) + \int W_x (6 \int rW_y - 4 \int W_y) + \int W_x W_y
\]
\[
D = 4 (\int W_x)^2 \int W_{xy}^2 - 12 (\int rW_x)^2 [(\int W_y)^2 - \int W_y^2] + 12 (\int W_x)^2 (\int rW_y)^2
\]
\[
- 12 \int W_x \int rW_x [(\int W_y)^2 - 2 \int W_y \int rW_y] + w_{y1} \int W_x^2 + 4(w_2 + w_3) \int W_x W_y + (\int W_x W_y)^2
\]
\[
Q_1 = \beta_3 \sigma_x w_{x1} + \sigma_y [2(w_2 - w_3) - \int W_z W_y]
\]
\[
Q_2 = 4 (\int W_x)^2 - \int W_x^2 - 12 \int rW_x (\int W_x - \int rW_x)
\]
\[
Q_3 = 12 \int rW_y \left[ 2 \int W_x \int rW_x \int W_y - \int W_x^2 \int W_y - \left( \int W_x \right)^2 \int W_y + \int W_x^2 \int rW_y \right]
\]
\[
+ (\int W_y)^2 \left[ 4 \int W_x^2 - 12 (\int rW_x)^2 \right] + w_{x1} \int W_x^2 + \int W_x W_y \left[ 4(w_2 + w_3) + \int W_x W_y \right]
\]
\[
Q_4 = 4 (\int W_x)^2 - 12 \int W_x \int rW_x + 12 (\int rW_x)^2 - \int W_x^2
\]
\[ Q_5 = 4 \int W_x \int W_y - 6 \int rW_x \int W_y - 6 \int W_x \int rW_y + 12 \int rW_x \int rW_y - \int W_xW_y \]

\[ Q_6 = (\int W_x W_y)^2 - 4 \left( 3 \int rW_x^2 - \int W_x^2 \right) \left( \int W_y^2 \right)^2 - 12 \left( \int W_x^2 - 2 \int W_x \int rW_x \right) \int W_y \int rW_y - 12 \left( \int W_x^2 - (\int W_x)^2 \right) \left( \int rW_y^2 \right)^2 + Q_4 \int W_y^2 \]

\[ w_{z1} = 4 \left( \int W_z \right)^2 - 12 \int W_z \int rW_z + 12 \left( \int rW_z \right)^2 - \int W_z^2 \]

\[ w_2 = 3 \int rW_x \int W_y - 2 \int W_x \int W_y \]

\[ w_3 = 3 \int W_x \int rW_y - 6 \int rW_x \int rW_y \]