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High-dimensional econometrics:
oracle property, oracle inequalities and inference

Anders Bredahl Kock

Time

March 19-20 and March 23-24, 2015.

Philosophy

All lectures begin with an overview and man ideas. We show how to implement
the methods in R. Then we proceed to proofs — this part is not mandatory.

Course description

e Lecture 1 (March 19, 3 hours): Introduction, What are high-dimensional
models, Lasso, Exact zeros ,Bithlmann and van de Geer (2011), Asymp-
totics, Knight and Fu (2000). Tlustration in R. How to implement the
Lasso (this is very simple!)

e Lecture 2 (March 20, 3 hours): Oracle property: Illustrate by adaptive
Lasso, Zou (2006), Variable selection by thresholding, the importance of
{so-bounds in high dimensions. Illustration in R.

e Lecture 3 (March 23, 3 hours): Oracle inequalities: Bickel et al. (2009).
Finite sample bounds vs. asymptotic theory. Other data types than i.i.d
— VAR as example Kock and Callot (2012).

e Lecture 4: (March 24, 3 hours) Inference in high-dimensional models: How
to test hypotheses, uniform (honest) inference. van de Geer et al. (2014).
Caner and Kock (2014). Linear programming methods a la Javanmard
and Montanari (2014). Double post selection a la Belloni et al. (2012,
2014); Chernozhukov et al. (2015)
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